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A Study of the LCMV and MVDR Noise
Reduction Filters

Mehrez Souden, Jacob Benesty, and Sofiène Affes

Abstract—In real-world environments, the signals captured by a set of
microphones in a speech communication system are mixtures of the desired
signal, interference, and ambient noise. A promising solution for proper
speech acquisition (with reduced noise and interference) in this context con-
sists in using the linearly constrained minimum variance (LCMV) beam-
former to reject the interference, reduce the overall mixture energy, and
preserve the target signal. The minimum variance distortionless response
beamformer (MVDR) is also commonly known to reduce the interference-
plus-noise energy without distorting the desired signal. In either case, it
is of paramount importance to accurately quantify the achieved noise and
interference reduction. Indeed, it is quite reasonable to ask, for instance,
about the price that has to be paid in order to achieve total removal of the
interference without distorting the target signal when using the LCMV. Be-
sides, it is fundamental to understand the effect of the MVDR on both noise
and interference. In this correspondence, we investigate the performance of
the MVDR and LCMV beamformers when the interference and ambient
noise coexist with the target source. We demonstrate a new relationship
between both filters in which the MVDR is decomposed into the LCMV
and a matched filter (MVDR solution in the absence of interference). Both
components are properly weighted to achieve maximum interference-plus-
noise reduction. We investigate the performance of the MVDR, LCMV, and
matched filters and elaborate new closed-form expressions for their output
signal-to-interference ratio (SIR) and output signal-to-noise ratio (SNR).
We theoretically demonstrate the tradeoff that has to be made between
noise reduction and interference rejection. In fact, the total removal of the
interference may severely amplify the residual ambient noise. Conversely,
totally focussing on noise reduction leads to increased level of residual in-
terference. The proposed study is finally supported by several numerical
examples.

Index Terms—Beamforming, interference rejection, linearly constrained
minimum variance (LCMV), minimum variance distortionless response
(MVDR), noise reduction, speech enhancement.

I. INTRODUCTION

The omnipresence of acoustic noise and its profound effect on
speech quality and intelligibility account for the great need to develop
viable noise reduction techniques. To this end, a classical trend in
noise reduction literature has been to split the microphone outputs
into a target source and an additive component termed as noise that
contains all other undesired signals. Then, the noise is reduced while
the amount of target signal distortion is controlled [1]–[5]. In many
practical scenarios, both interference, which is spatially correlated,
and ambient noise components (e.g., spatially white and/or diffuse)
coexist with the target source as in teleconferencing rooms and hearing
aids applications, for example [2], [6]–[9]. This correspondence is
concerned with noise reduction when the desired speech is contami-
nated with both interference and ambient noise.

The spatio-temporal processing of signals is widely known as
“beamforming” and it has been delineated in several ways to extract
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a target from a mixture of signals captured by a set of sensors. Early
beamforming techniques were developed under the assumption that
the channel effect can be modeled by a delay and attenuation only. In
actual room acoustics, however, the propagation process is much more
complex [10], [11]. Indeed, the propagating signals undergo several
reflections before impinging on the microphones. To address this
issue, Frost proposed a general framework for adaptive time-domain
implementation of the MVDR, originally proposed by Capon [12],
in which a finite-duration impulse response (FIR) filter is applied
to each microphone output. These filtered signals are then summed
together to reinforce the target signal and reduce the background
noise [13]. In [1], Kaneda and Ohga considered the generalized
channel transfer functions (TFs) and proposed an adaptive algorithm
that achieves a tradeoff between noise reduction and signal distortion.
In [14], Affes and Grenier proposed an adaptive channel TF-based
generalized sidelobe canceler (GSC), an alternative implementation
of the MVDR [15], that tracks the signal subspace to jointly reduce
the noise and the reverberation. In [3], Gannot et al. considered noise
reduction using the GSC and showed that it depends on the channel
TF ratios since the objective was to reconstruct a reference noise-free
and reverberant speech signal. In [16], Markovich et al. proposed an
LCMV-based approach for speech enhancement in reverberant and
noisy environments.

Besides the great efforts to develop reliable noise reduction tech-
niques, many contributions have been made to understand their func-
tioning and accurately quantify their gains and losses in terms of speech
distortion and noise reduction. In [17], Bitzer et al. investigated the the-
oretical performance limits of the GSC beamformer in the case of a
spatially diffuse noise. In [18], the theoretical equivalence between the
LCMV and its GSC counterpart was demonstrated. In [5], theoretical
expressions showing the tradeoff between noise reduction and speech
distortion in the parameterized multichannel Wiener filtering were es-
tablished. In [19], Gannot and Cohen studied the noise reduction ability
of the channel TF ratio-based GSC beamformer. They found that it is
theoretically possible to achieve infinite noise reduction when only a
spatially coherent noise is added to the speech. Actually, the total re-
moval of the interference while preserving the target signal reminds us
of the the LCMV beamformer which passes the desired signal through
and rejects the interference.

Here, we assume that both interference and ambient noise coexist
with the target source. This assumption is quite plausible when hands-
free full duplex communication devices are deployed within a telecon-
ferencing room, for instance [4], [16]. In this situation, the target signal
is generated by one speaker while the interference is more likely to be
generated by another participant or a device (e.g., fan or computer) lo-
cated within the same room. In addition, ambient noise is ubiquitous
in these environments and it is quite reasonable to take it into consid-
eration. A clear understanding of the functioning of noise reduction
algorithms in terms of both interference and other noise reduction ca-
pabilities in this case is crucial. In this contribution, we are interested in
reducing the noise and interference without distorting the target signal.
A potential solution to this problem consists in nulling the interference,
preserving the target source, and minimizing the overall energy. This
doubly constrained formulation is termed LCMV beamformer in the
sequel. The MVDR is also a good alternative to perform this task.

Notable efforts to analyze the MVDR performance in the presence
of additive noise and interferences include [9] where Wax and Anu in-
vestigated its output SINR when the additive noise is spatially white
with identically distributed (i.d.) components. In [8], the array gain
and beampattern of the MVDR were studied under the assumptions
of plane-wave propagation model and spatially white additive noise
with i.d. components. This scenario is more appropriate for radar and
wireless communication systems where the scattering is negligible [8].

Herein, we study the tradeoff between noise reduction and interfer-
ence rejection for speech acquisition using the MVDR and LCMV in
acoustic rooms where the channel effect is modeled by generalized
TFs. Also, we consider the general case of arbitrary additive noise (re-
ferred to as ambient noise here). Fundamental results are demonstrated
to clearly highlight this tradeoff. Indeed, we first prove that the MVDR
is composed of the LCMV and a matched filter (MVDR solution in
the absence of interference); both components are properly weighted
to achieve maximum interference-plus-noise reduction. For generality,
we further propose a new parameterized beamformer which is com-
posed of the LCMV and matched filters. This new beamformer has the
MVDR, LCMV, and matched filters as particular cases. Afterwards, we
provide a generalized analysis that shows the effect of this parameter-
ized beamformer on both output SIR and output SNR and theoretically
establish the tradeoff of interference rejection versus ambient noise re-
duction with a special focus on the MVDR, LCMV, and matched filters.

This correspondence is organized as follows. Section II describes
the signal propagation model, definitions, and assumptions. Section III
outlines the formulations leading to the MVDR and LCMV and the
new relationship between both beamformers. Section IV investigates
the performance of the parameterized noise reduction beamformer with
a special focus on the MVDR, LCMV, and matched filters. Section V
corroborates the analytical analysis through several numerical exam-
ples. Section VI contains some concluding remarks.

II. PRELIMINARIES: SIGNAL PROPAGATION MODEL AND DEFINITIONS

A. Data Model

Let ���� denote a target speech signal impinging on an array of �
microphones with an arbitrary geometry in addition to an interfering
source ���� and some unknown additive noise at a discrete time instant
�. The resulting observations are given by

����� � ����� � ����� � ����� (1)

where ����� � 	� � ����, ����� � 
� � ����, � is the convolution oper-
ator, 	���� and 
���� are the channel impulse responses encountered by
the target and interfering sources, respectively, before impinging on the
���microphone, and ����� is the unknown ambient noise component at
microphone � (this model remains valid when multiple interferers are
present since we can focus on the effect of a single interferer and group
all other undesired signals in the noise term). ���� and ���� are mutually
uncorrelated. The noise components are also uncorrelated with���� and
����. Moreover, all signals are assumed to be zero-mean random pro-
cesses. The above data model can be written in the frequency domain
as

���
�� � ���
�� � ���
�� � ���
��� � � 	� 
� � � � ��� (2)

where ���
��, ���
�� � ���
����
��, ���
�� �
���
����
��, ���
��, ��
��, ���
��, ��
��, and ���
�� are
the discrete time Fourier transforms (DTFTs) of �����, �����, �����,
	����, ����, 
����, ���� and �����, respectively.1 The remainder of our
study is frequency-bin-wise and we will avoid explicitly mentioning
the dependence of all the involved terms on � in the sequel for
conciseness.

Our aim is to reduce the noise and recover one of the noise-free
speech components, say ��, the best way we can (along some criteria
to be defined later) by applying a linear filter � to the observations’

1We do not take into account the windowing effect that happens in practice
for heavily reverberant environments with short frames when using the short
time Fourier transform instead of the DTFT.
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vector � � ��� �� � � � �� �� where ���� denotes the transpose oper-
ator. The output of � is given by

� � �
�
� � �

�
�� �

�
�� �

�
� (3)

where �, �, and � are defined in a similar way to �, ��� is the
output speech component, �� � is the residual interference, ��� is
the residual noise, and ���� denotes transpose-conjugate operator.

Definitions

We first define the two vectors containing all the channel transfer
functions between the source, interference, and microphones’ locations
as � � ���� ��� � � � � �� �� and � � ���� ��� � � � � �� �� . Also, we
define the power spectrum density (PSD) matrix for a given vector �
as ����� � � ��� .

Since we are taking the first noise-free microphone signal as
a reference, we define the local (frequency bin-wise) input SNR
as 	
� � �� � ��� � , where ��� � � �	�� is the PSD
of 
��� (having 	 as DTFT). We also define the local input
SIR as 	�� � �� � ��� � , the local input signal-to-interfer-
ence-plus-noise ratio (SINR) as 	�
� � �� � ��� � � �� �

and the local input interference-to-noise ratio (INR) which is
given by �
� � �� � ��� � . The SNR, SIR, and SINR
at the output of a given filter � are, respectively, defined as
	
�� ��� � ����������

�������, 	��� ��� � ����������
�������,

and 	�
�� ��� � ����������
�������� ��������. In order to obtain

an optimal estimate of �� at every frequency bin at the output of
�, we define the error signals �� � �	� � ��� �, �� � �� �, and
�� � ���, where 	� � �
 � � � � ��� is an 
 -dimensional vector.
��, ��, and �� are the residual signal distortion, interference, and noise
at the output of �, respectively.

In this correspondence, we investigate two noise reduction filters:
the MVDR which aims at reducing the interference-plus-noise without
distorting the target signal and the LCMV which totally eliminates the
interference and preserves the desired signal. Next, we formulate both
objectives mathematically, demonstrate a simplified relationship be-
tween both filters, and rigorously analyze their performance.

III. GENERAL FORMULATION OF THE MVDR AND

LCMV BEAMFORMERS

The formulations of the LCMV and MVDR filters investigated here
share the common objectives of attempting to reduce the noise and
interference while preserving the target signal. In order to meet the
second objective, we impose the constraint �� � �	� � ��� � � � �
or equivalently (assuming � �� �)

�
�
� � ��� (4)

In the sequel, this constraint will be taken into consideration in the
formulation of the noise reduction filters. Also, it is important to point
out, before proceeding, the following property.

1) Property 1: The matrices������� ����� and������� ����� are each of rank
1. The two strictly positive eigenvalues of both matrices are denoted as
���� and ���� and expressed as

���� ��� ������� ����� (5)

���� ��� ������� ����� (6)

respectively, where �� ��� denotes the trace of a square matrix. We also
have the two following factorizations

������� ����� � ����
��
�
� (7)

������� ����� � ����
��
�
� (8)

where 
� and ��� are the first column and first line of the matrices �
and���, respectively.� is the matrix that diagonalizes������� �����, i.e.,
������� ����� � ������

�� and ���� � ���� ������ �� � � � � ��. Similarly, we
define 
� and ��� as the first column and first line of the matrices 

and 
��, respectively, where 
 satisfies ������� ����� � 
����


�� and
���� � ���� ����� � �� � � � � ��.

We further define the collinearity factor

� � �
�
� 
� �

�
� 
� � (9)

Using the Cauchy–Schwarz inequality, it is easy to prove that � � � �

. Indeed,

� ��� 
��
�
� 
��

�
�

�
�� ������� ��������

��

�� �����

��������

�
��������� �

�

��������� ������
��

�� �
�

To interpret the physical meaning of �, let us use this eigendecom-
position ������� � ������ , where � is a unitary matrix since ������� is
Hermitian, and ��� contains all the eigenvalues of ������� . ������� can also
be decomposed as ������� � �����	��� �����	��� where �����	��� � �����	��� .
Let us also define �� � �����	��� � and �� � �����	��� �. Then, we deduce
that

� �
��� ��

�

����
� ����

�
� (10)

Therefore, the larger is �, the more collinear are �� and �� which are
nothing but the propagation vectors of desired signal and the interfer-
ence, respectively, up to the linear transformation�����	��� which is tradi-
tionally known to standardize (whitening and normalization) [20] noise
components. The definition of � generalizes the so-called spatial cor-
relation factor in [8], [9] to the investigated data model where the ad-
ditive ambient noise has an arbitrary PSD matrix ����� and the channel
effect is modeled by arbitrary transfer functions. Such assumptions are
more realistic and apply to acoustic environments.

Finally, we define another important term that will be needed in the
following analysis

� ��� ������� ����� �� ������� ����� � �� ������� ��������
��

�� �����

� ���������
� ��� (11)

A. Minimum Variance Distortionless Response Beamformer

In the general formulation of the MVDR for noise reduction, the
recovery of the noise-free signal consists in minimizing the overall in-
terference-plus-noise power subject to no speech distortion constraint.
Then, the MVDR beamformer is mathematically obtained by solving
the following optimization problem [3]–[5], [7]:

����� � ������
�

� ��� � ���
� � �

� ������ ��������

������� �� �
�
� � ���� (12)

The solution to this optimization problem is given by [3], [7]

����� � ���
������ �������

��
�

�� ������ �������
��
�
� (13)

In [3], [4], and [19], the channel transfer function ratios were used to
implement the GSC version of the above filter. By taking advantage of
the fact that for a given matrix�, we have ���� � �� ����������

,
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a more simplified form that relies on the overall noise and target signal
PSD matrices was proposed in [5], [7] and is given by

����� �
������ �������

�������

�� ������ �������
�������

�� (14)

in our case. When only the ambient noise � is superimposed to the
desired signal [i.e., � � �], the MVDR solution reduces to

�����	 �
������� �������

����
(15)

where ���� is defined in (5). In the sequel, �����	 is termed as
matched filter.

B. Linearly Constrained Minimum Variance Beamformer

In the data model (1), the interference is modeled as a source that
competes with the target signal. In order to remove it through spatial
filtering, a common practice has been to zero the array response toward
its direction of arrival. In the investigated scenario, we consider the
general channel TFs between the location from which ���� is emitted
and each of the microphone elements. Consequently, we force the con-
straint �� � � which is equivalent to

�
�
� � �� (16)

Since we are interested in obtaining a non-distorted version of the target
signal, we also require the constraint (4) to be satisfied. Combining (4)
and (16), we obtain ��� � ���	��, where � � 
� �� and 	�� �

� ��� . The ambient noise modeled by � has no specific structure.
Therefore, the best that we can do to alleviate its effect is by reducing its
power at the output of �. Subsequently, we formulate the LCMV op-
timization problem that nulls the interference, reduces the noise, and
preserves the speech [16]

�
��� � 
�����
�

�
�������

������� �� �
�
� � ���	��� (17)

The solution to (17) is given by

�
��� � ������
��
�� � �

�������� �
��

	��� (18)

In order to obtain (18), we assumed that ��������� � is invertible,
thereby implying that � � �.

C. Relationship Between the MVDR and the LCMV Beamformers

In [4], [19], it was observed that when only spatially coherent noise
(termed interference herein) overlaps to the desired source, the GSC
(consequently its MVDR counterpart) is able to totally remove it. This
fact does not seem to be straightforward to observe in the general ex-
pression of the MVDR since a fundamental requirement for this beam-
former to exist is that the noise PSD matrix is invertible. To overcome
this issue, Gannot and Cohen resorted to regularizing this matrix with
a very small factor [19]. Then, it was observed that when this regular-
ization factor is negligible, the MVDR steers a zero toward the interfer-
ence. This behavior reminds us of the LCMV beamformer which passes
the desired signal through and rejects the interference. Intuitively, a re-
lationship between both beamformers seems to exist in general situ-
ations where both interference and ambient noise with full rank PSD
matrix coexist. Herein, we confirm this intuition and establish a new
simplified relationship between both filters.

Following the proof in Appendix I, we find the following decompo-
sition of the MVDR:

����� � ���
��� � ��� ��������	 (19)

where

�� �
�

� � ����
� (20)

We easily see that

� � �� � �� (21)

The new relationship (19) between the MVDR, LCMV, and matched
filters has a very attractive form in which we see that the MVDR at-
tempts to both reducing the ambient noise by means of �����	 and
rejecting the interference by means of �
��� . The two components
are properly weighted to prevent the target signal distortion and achieve
a certain tradeoff between both objectives. To have better insights into
the behavior of the MVDR, we consider the case where the ambient
noise is white with identically distributed components in the following
subsection.

D. Particular Case: Spatially White Noise

Here, we suppose that the PSD matrix of the ambient noise is given
by ����� � ��	. From (19) and (20), we deduce that in order to study
the behavior of the MVDR, we simply have to observe the variations of
��. Subsequently, by replacing ����� by its expression in this particular
case, we obtain

�� �

��� �	��� 	�
�

� 	�� 	�
�

��� �	��� 	�
�

� 	�� 	�
�

� �	���
(22)

where 	� � �	��, and 	� � �	
� (both are vectors of the channel
transfer function ratios). It is interesting to see that �� depends on two
terms. The first one is ���, while the second purely depends on the
geometric (or spatial) information relating the transfer functions be-
tween the target source, the interference, and the microphones’ loca-

tions �	��� 	�
�

� 	�� 	�
�

	�	���. Let us further use this decompo-

sition 	� � 	�� � 	��, where 	�� � �	� with � � 	�� 	�	�	���, and
	�� � 	� � �	� is orthogonal to �. Then, we have

�� �
�

� � ��
(23)

where �� � ��	
� �
	��

�

. We infer from (23) that
���� ������ � �, thereby meaning that

���
� ����

����� � �����	� (24)

Also, ���� �� 
�� � �, thereby meaning that

���
� �� 


����� � �
���� (25)

Consequently, we conclude that when the energy of the coherent noise
component which is orthogonal to 	� is much larger than the energy
of the unknown noise, the MVDR filter behaves like the LCMV. Con-
versely, when this energy is low, the MVDR behaves like the matched
filter.
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IV. GENERALIZED DISTORTIONLESS BEAMFORMER AND

PERFORMANCE ANALYSIS

Based on our analysis in Section III, we see that the matched filter
aims at reducing the ambient noise and totally ignores the interference
in its formulation. The LCMV corresponds to another extreme since
it totally removes the interference, while the MVDR attempts to opti-
mally reduce both interference and noise and achieves a certain tradeoff
between the LCMV and the matched filter. In the following, we pro-
pose a parameterized beamformer whose expression is similar to the
MVDR. Then, we evaluate its output noise reduction capabilities with
a special focus on the MVDR, LCMV, and matched filters.

A. Generalized Distortionless Beamformer

Inspired by the new decomposition of the MVDR filter in (19) and
(20), we propose a new parameterized beamformer for noise reduction
that we define as

�� � ������ � ��� �������� (26)

where � is a tuning parameter that satisfies the condition

� � � � � (27)

in order to have a distortionless response. In fact, we can easily verify
that under the above condition, we have ��� � � �	. For the sake of
generality, we analyze the noise reduction capability of �� and deduce
the effect of the tuning parameter �.

B. Performance Analysis

Since we are interested in filters that reduce the noise and interfer-
ence without distorting the noise-free reference speech signal, we focus
our attention on the study of the output SNR and output SIR. It is easy
to see that the MVDR, LCMV, and matched filters are particular cases
of the proposed parameterized beamformer, ��. Consequently, for the
sake of generality, we analyze the performance of the latter and show
the effect of its tuning parameter � on both performance measures.

Following the proof given in Appendix II, we have

�
�
� ������� �

�� �

����
�
�� �� �
 �

�� �
� (28)

The corresponding output SNR is

�	
� ���� � ����
�� �

�� ��� �
��
� (29)

Also, we quantify the residual interference at the output of�� as shown
in Appendix II

�
�
� ������� �

�� � ����
����

��� ��
 �� (30)

The output SIR is then given by

��
� ���� �
����
����

�
�

��� ��
 �
� (31)

Finally, it is still important to evaluate the overall output SINR

��	
� ���� �
���� ��� ��

� ���
(32)

with

� ��� � � �� � ���� ��� ��
 �


������� ��� ��� � ��� �� �� � ������ � (33)

The polynomial � ��� is convex and strictly positive for � �

� � �. Indeed, we can verify that its discriminant is given by
� � � �� � ����� ��� ��� � �� � ��� reaches its minimum at

�	 �
���� ��� ��

� � ���� ��� ��
�

This particular value corresponds exactly to the MVDR that achieves
the maximum SINR. The performance measures of the MVDR, LCMV,
and matched filters are simply obtained from (28)–(32) by replacing �
by �	, 1, and 0, respectively. Specifically, we have

�	
� �����
� �
����

� �
� ��	���

�	�� �	���


(34)

��
� �����
� �
����
����

�
�� � ���� ��� ��



�
(35)

�	
� ������� � ���� ��� �� (36)

��
� ������� � �� (37)

�	
� �������� � ���� (38)

and

��
� �������� �
����
�����

� (39)

By observing expressions (29)–(39), we draw out two important
remarks.

Remark 1: by increasing �, the parameterized filter is more focussed
on interference reduction. The extreme case � � � corresponds to the
LCMV which totally removes the interference, while the other extreme
� � � ignores the interference and uniquely focusses on ambient
noise reduction. The third extreme case corresponds to the MVDR
which attempts to minimize the overall interference-plus-noise. Ac-
tually, we can easily prove by using (28) and (30) that �	
� ����
and ��
� ���� have opposite variations when � is varied. Indeed,
��
� ���� [respectively, �	
� ����] increases (respectively, de-
creases) with respect to �. For the three particular beamformers above,
we have �	
� �������� � �	
� �����
�� �	
� �������

and ��
� �������� � ��
� �����
�� ��
� �������.
Remark 2: the collinearity factor � plays a fundamental role in the

performance of these filters. Indeed, for a given � �� �, increasing �

(by physically placing the noise source near the desired speech in the
case of a white noise) leads to smaller output SNR and output SIR. The
problem becomes quite complicated if we consider a reverberant en-
closure where the existence of some frequencies for which � has large
values is more likely to be encountered than in anechoic environments
for given spatial locations of the interference and the target signal. In
such frequencies, the ambient noise can be amplified depending on the
choice of �. For the LCMV, the output interference is always set to 0 at
the price of a decreased output SNR that can reach very small values if
��� �.

C. Particular Case: Spatially White Noise

In this case, we have ����� � �
�, ���� � �	
����
, ���� �

�	
����
, and � � ��� ��



	����
����
. If we further assume that the
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Fig. 1. Theoretical effects the tuning parameter � and the collinearity factor � on the performance of the parameterized filter (a) SNR gain (b) SIR gain.

environment only has as delay effect (plane-wave propagation model
[8]), we obtain ����� � ����� � � and

���� ���� �� ���
�� �

�� ��� ����
(40)

�	�� ���� �
�	�

� ��� ���
� (41)

In particular, (34) to (39) become

���� ������� �
� ���

� 
 �� 	
�� ������


��� 	
�������

(42)

�	�� ������� ��	�
�� 
� 	�� ��� ����

�
(43)

���� ������� �� ��� �� ��� (44)

�	�� ������� � 
� (45)

���� �������� �� ��� (46)

and

�	�� �������� �
�	�

�
� (47)

The SNR gain achieved by �� depends on the tuning parameter, the
number of microphones, and the collinearity factor.2 On the other hand,
its SIR gain depends on the collinearity factor and the tuning param-
eter only. For illustration purposes, we plot the theoretical expressions
of SNR and SIR gains [i.e., ���� �������� and �	�� ������	� ob-
tained from (40) and (41), respectively] and show the effects of � and �
in Fig. 1 for � � 
. There, we observe the tradeoff between the inter-
ference rejection and noise reduction. Indeed, by increasing the tuning
parameter towards 1, �� is more focussed on interference rejection at
the price of a decreased output SNR. This behavior is more remark-
able for a sufficiently high collinearity factor. When the latter is suffi-
ciently low, the degradation of the output SNR is less noticeable. From
this figure, we also deduce the effect of the collinearity factor on the
extreme cases of the LCMV and matched beamformers. We have pre-
viously established that the LCMV achieves the poorest output SNR.
Precisely, the SNR gain of the LCMV (compared to the matched filter)
is reduced by the geometrical factor � � �, thereby meaning that the

2Note that � depends not only on the number of microphones, but also on the
array geometry, and the spatial separation between the desired source and the
interference.

larger is the collinearity between the propagation vector of the interfer-
ence and the desired source, the lower is the output SNR. Hence, total
removal of the interference may come at the price of an amplified am-
bient noise [notice the negative SNR gains in Fig. 1(a)]. This happens
when � � �� ��� . Since � � �, we can deduce that the larger is � ,
the larger is �� ��� , and the lower are the chances to have an ampli-
fied output ambient noise (since � itself depends on � ). The matched
filter is able to achieve the interference reduction for non-collinear in-
terference and source steering vectors (this is not necessarily the case
for a reverberant environment or a general type of noise). However,
this gain may be negligible when the collinearity factor is sufficiently
high. It seems less obvious to deduce the effect of both parameters
on the MVDR beamformer from Fig. 1 since ����� � �� depends
on 	�� and �. Therefore, we provide Fig. 2 which is obtained from
(42) and (43). We notice that the MVDR attempts to balance both ef-
fects: noise reduction and interference rejection especially when the
collinearity factor takes relatively large values. Indeed, when the input
INR is large, this filter is more focussed on the rejection of the interfer-
ence. This comes at the price of a decreased output SNR. For instance,
we see that for very large input INR (e.g., 20 dB or more) the SNR gain
takes negative values which means that the ambient noise is amplified.
At the same values we notice that the SIR gain becomes more impor-
tant. When the collinearity factor is sufficiently small, the MVDR can
achieve high SNR and SIR gains simultaneously.

V. NUMERICAL EXAMPLES

In this section, we aim at numerically corroborating our theoretical
findings. To this end, we consider two types of unknown noise: spa-
tially white and diffuse (see definition in Section V-C). The latter is typ-
ically encountered in highly reverberant enclosures [19]. For the sake of
simplicity, we consider a planar configuration where the target source,
the interference, and the microphones are located on a single plane. In
this setup, we consider a uniform linear array (ULA) of microphones
with � being the inter-microphone spacing. � will be chosen depending
on the simulated scenario. The source and the interference have az-
imuthal angles �� � ���� and �� � �� � �� which are measured
counter-clockwise from the array axis. �� will be chosen depending
on the examples investigated below. Also, we found as expected that
the LCMV achieves a much larger output SIR (theoretically infinite)
than the MVDR and matched filters in all cases. For the sake of clarity,
we will avoid showing this output SIR and mention that it is infinite on
Figs. 3(b), 7, and 10.
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Fig. 2. Theoretical effects the input INR an the collinearity factor � on the performance of the MVDR filter (a) SNR gain (b) SIR gain.

Fig. 3. Effect of the angular separation�� between the interference and the target source on the performance of the MVDR, LCMV, and matched filters; spatially
white noise and anechoic room (a) Output SNR versus �� (b) Output SIR versus �� (c) � versus ��.

To have a clear understanding of the investigated problem, we chose
to study two scenarios. In the first one, we assume that the target
source and the interference are located in the far field with no rever-
beration. Subsequently, the corresponding steering vectors are well

known to be ����� � � ������ ����� �
� � � ����������� ����� �

�

and ����� � � ������ ����� �
� � � ����������� ����� �

�

, respec-

tively, at a given frequency �. � � ��� ���� is the speed of
sound. Then, we form the PSD matrices as 					 � �

��

� , and
			�� � �����

� . In the second scenario, we consider a reverberant
enclosure which is simulated using the modified version of Allen
and Berkley’s image method [10], [11]. The simulated room has
dimensions 3.048-by-4.572 by-3.81 m�. The microphone elements
are placed on the axis ��� � ��
��� 	� � ��
��� � with the center
of the microphone being at �
� � ���
� �� ��� 	�� and the ���
one at �
� � � � 
�� �

�� ��� 	�� with � � �� � � � �� . The
interference and the source are located at a distance of 2.50 m away
from the center of the microphone array. The walls, ceiling, and floor
reflection coefficients are set to achieve a reverberation decay time
�	� � 


 �� measured using the backward integration method (see
[2, Ch. 2] for more details).

A. Spatially White Noise Plus Interference in an Anechoic
Environment

This case corresponds to the plane-wave propagation model with
spatially white noise that was considered in [8] to study the beampat-
tern of the MVDR. Here, we would rather analyze the SNR and SIR at
the output of this beamformer in addition to the LCMV and matched

filters. Evaluating both objective measures is more meaningful than
the visual inspection of the beampatterns in speech enhancement ap-
plications. We investigate the effect of �� on the performance of the
MVDR, LCMV, and matched filters. We choose ��� � �
 dB and
��� � �
 dB. The performance of the filters is assessed at a fre-
quency � � �


 �� and the inter-microphones spacing is set such
that � � �

� to prevent spatial aliasing. We choose the number of
microphones as � � �. Fig. 3(a) and (b) depicts the effect of �� on
the SIR and SNR at the output of the three beamformers. It is clearly
seen that decreasing �� decreases the output SNR of the LCMV. We
particularly see that the output SNR is even lower than the input SNR
for �� � ���. The output SNR of the MVDR and matched filters
are almost unaffected while very low output SIR values are obtained
for small ��. Moreover, we observe the beampatterns as in [8] to jus-
tify the variations of the SNR and SIR for not only the MVDR but
also the LCMV and matched filters. In Fig. 4, the beampatterns of the
three beamformers for three values of ��: 60�, 20�, and 10� are de-
picted. When �� decreases, two major behaviors of the MVDR and
LCMV emerge: displacement of the main beam away from the source
location and appearance of sidelobes. To explain these behaviors, re-
call that in the formulation of the optimization problems leading to the
LCMV and MVDR, the array response towards the source direction is
forced to the unity gain. This constraint is satisfied in the provided re-
sults (the maximum of both beampatterns correspond to values larger
than one and the results presented in Fig. 4 are normalized with respect
to the largest value). Physically, as the interference moves towards the
target source, it becomes harder for the LCMV to satisfy two contradic-
tory constraints: switching the gain from zero to one. This fact results
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Fig. 4. Beampatterns of the MDR, LCMV, and matched filters; the source is at 120 and the interference is at ��� ���, spatially white noise and anechoic
room (a) �� � �� (b) �� � �� (c) �� � �� .

Fig. 5. Beampatterns of the MDR, LCMV, and matched filters; the source is at 120 and the interference is at ��� ���, spatially white noise and reverberant
room (a) �� � �� (b) �� � �� (c) �� � �� .

in instabilities that translate into the appearance of sidelobes and dis-
placement of the maximum far from the interference. These sidelobes
lead the beamformers to capture the white noise which spans the whole
space. This physical interpretation is corroborated by our theoretical
study above and the results provided in Fig. 3. Finally, it is obvious
that when �� increases, the three filters perform relatively well, espe-
cially in terms of noise removal. In Fig. 3(c), we see that ����� � ��,
defined in (20), tends to take large values when �� increases, until it
reaches an upper bound which is lower than one due to the coexis-
tence of both interference and ambient noise. In terms of interference
removal, the LCMV obviously outperforms both other beamformers.
This suggests that the LCMV could be a very good candidate for in-
terference removal when the latter is placed far from the target source.
However, one has to be very careful when using this filter because of
the potential instabilities that it exhibits when this spatial separation is
low, as discussed above.

B. Spatially White Noise Plus Interference in a Reverberant
Environment

The three beampatterns depicted in Fig. 5 undoubtedly illustrate
the detrimental effect of the reverberation when compared to those
of Fig. 4. The sidelobes are amplified, as compared to the anechoic
case, even with �� � ���, but become larger when �� is decreased.
Similarly, we see that placing the interference near the source dramat-
ically deteriorates the beampatterns of the MVDR and LCMV. For

example, notice that when �� � ��� the LCMV and MVDR almost
steer a “relative” zero toward the source direction of arrival (located
at 120�). The matched beamformer exhibits the same beampattern
since it is independent of ��. Since the noise is white, moving the
interference near the desired signal increases the similarity between
the propagation vectors. Indeed, the collinearity factor defined in (9)
increases in the case of a white noise when the similarity between the
transfer function vectors �� and �� is increased, which is physically
more likely to happen when the source and interference are spatially
close. Figs. 6 and 7 show the effect of �� on the output SNR and
output SIR, respectively. This effect is actually frequency dependent
as we can see a wide dynamic range of both performance measures
for the investigated frequency band. However, we can notice that the
infinite gain in SIR achieved by the LCMV may come at the price of
very low output SNR as compared to the other two filters, especially
in the low frequency range (lower than 500 Hz). When we compare
Figs. 6(a)–6(c), we notice that when the interference is spatially close
to the target source, a remarkable performance degradation is observed
in terms of output SNR especially for the LCMV filter, and in terms of
output SIR especially for the MVDR and matched filters.

C. Spatially Diffuse Noise Plus Interference in a Reverberant
Environment

The cross-coherence between the spatially diffuse noise sig-
nals observed by a pair of microphones ��� �� is 	� � ��� �
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Fig. 6. SNR at the output of the LCMV, MVDR, and matched filters; white noise and reverberant room (a)�� � �� (b) �� � �� (c) �� � �� .

Fig. 7. SIR at the output of the LCMV, MVDR, and matched filters; white noise and reverberant room (a) �� � �� (b) �� � �� (c) �� � �� .

Fig. 8. Beampatterns of the MDR, LCMV, and matched filters; the source is at 120 and the interference is at ��� ���, spatially diffuse noise and reverberant
room (a) �� � �� (b) �� � �� (c) �� � �� .

������������������, at a given frequency �, where ��� is the distance
between both sensors [17], [19]. In our case, ��� � �� � ���. Thus,
choosing � � ���� results in a spatially white noise. To avoid this
redundancy (see previous section about white noise and reverberant
enclosure), we choose � � ���� .

The beampatterns in Fig. 8 show the deleterious effect of the diffuse
noise in addition to the reverberation when compared to Figs. 4 and
5. Thus, the classical plane-wave propagation model-based MVDR [8]
may fail to reconstruct the target signal in this scenario since the main
lobes of the beampatterns are not even pointed toward the vicinity of the
target source (located at 120�). In Figs. 9 and 10, it is observed that the

diffuse noise has a quite different effect on the output SIR and output
SNR for the three filters, as compared to the white noise case. For in-
stance, we see that a better behavior of the LCMV in terms of output
SNR is obtained for the low frequency range. When the interference
is moved towards the desired source, the LCMV exhibits a remarkable
output SNR degradation as seen in Fig. 9 while the MVDR and matched
beamformers lead to significant losses in terms of ouput SIR as shown
in Fig. 10. These behaviors are explained by the increased similarity
of propagation vectors of the interference and the desired source in the
transform domain defined by the diffuse noise PSD matrix as explained
in Section III.
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Fig. 9. SNR at the output of the LCMV, MVDR, and matched filters; white noise and reverberant room (a)�� � �� (b) �� � �� (c) �� � �� .

Fig. 10. SIR at the output of the LCMV, MVDR, and matched filters; spatially diffuse noise and reverberant room (a) �� � �� (b) �� � �� (c) �� � �� .

VI. CONCLUSION

In this contribution, we provided new insights into the MVDR and
LCMV beamformers in the context of noise reduction. We consid-
ered the case where both interference and ambient noise coexist with
the target speech signal and demonstrated a new relationship between
both filters in which the MVDR is shown to be a linear combination
of the LCMV and a matched filter (MVDR solution when only am-
bient noise overlaps with the target signal). Both components are opti-
mally weighted such that maximum interference-plus-noise attenuation
is achieved. We also proposed a generic expression of a parameterized
distortionless noise reduction filter of which the MVDR, LCMV, and
matched filters are particular cases. We analyzed the noise and inter-
ference reduction capabilities of this generic filter with a special focus
on the MVDR, LCMV, and matched filters. Specifically, we developed
new closed-form expressions for the SNR and SIR at the output of
all the investigated filters. These expressions theoretically demonstrate
the tradeoff between noise and interference reduction. Indeed, total re-
moval of the interference (by the LCMV) may result in the magnifica-
tion of the ambient noise. Similarly, totally focussing on the ambient
noise reduction (by the matched filter) may result in very poor output
SIR. Our findings were finally corroborated by numerical evaluations in
simulated acoustic environments. Nevertheless, the proposed analysis
is general and remains valid for similar situations where the channel is
modeled by generalized transfer functions and the additive noise has
arbitrary PSD matrix.

APPENDIX I
PROOF OF THE NEW RELATIONSHIP BETWEEN THE

MVDR AND THE LCMV

To prove this new relationship, we need to express (14) and (18)
differently as explained below. First, according to the matrix inversion
lemma, we have

������ �������
�� � ������� �

������� ��������
��

��

� � ����
(48)

where ���� is defined in (6). Plugging (5), (11), and (48) into (14), we
obtain an equivalent expression for the MVDR that still depends on the
interference, noise, and target signal statistics only

����� �
�� � ����� ��������� �����

� � ����
������� ������� (49)

where � is the � �� identity matrix.
To find the alternative expression of the LCMV, we start by replacing

� by its expression in (18) and first compute��������� �which is a 2�2
matrix whose inverse is given by

�
�������� �

��

�
������
�

��������� � ���������� �

���������� � ��������� �
� (50)

Plugging (50) into (18) and using the results ��� � ���� and
��������� � � �� ������� ����� ����, we obtain

����� �
������������� �����

�
������� �������� (51)
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Now, using (49) and (51), we conclude that we have the relationship in
(19) and (20).

APPENDIX II
PROOF OF (28) AND (30)

Using (26) we can easily compute
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�
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�
��������������

� ��� �	� ����	�
��������	�


� � ��� �	����	�
����������

� � ��� �	��������������	�
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Now, we compute each of the above terms on the right-hand side
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Note that for a given matrix �, we have �
�
�������������� �

�� � �� 
�������. Then, (53) becomes (54), shown at the top of the
page. According to the definitions of ��� , ��, ��� , and �� in Property 1,
we have ��� �� � �

�
� �� � �. Thus,
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Also, we easily compute
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Using (15) and (51), we compute
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Using (52), (55)–(57), we obtain (28).
To compute the residual interference power in (30), we know that

�
�
������������	�
 � �. Hence,
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This completes the proof.
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