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Abstract—In this paper, we tackle the problem of joint angle and delays estimation (JADE) of multiple reflections of a known signal

impinging on multiple receiving antennae. Based on the importance sampling (IS) concept, we propose a new non-iterativemaximum

likelihood (ML) estimator that enjoys guaranteed global optimality and enhanced high-resolution capabilities for both single- and

multi-carrier models. The new ML approach succeeds in transforming the originalmulti-dimensional optimization problem into multiple

two-dimensional ones thereby resulting in huge computational savings. Moreover, it does not suffer from the off-grid problems that are

inherent to most existing JADE techniques. By exploiting the sparsity feature of a carefully designed pseudo-pdf that is intrinsic to the

new estimator, we also propose a novel approach that enables the accurate detection of the unknown number of paths over a wide

range of practical signal-to-noise ratios (SNRs). Computer simulations show the distinct advantage of the new ML estimator over

state-of-the art JADE techniques both in the single- and multi-carrier scenarios. Most remarkably, they suggest that the proposed

IS-based ML JADE is statistically efficient as it almost reaches the Cam�er-Rao lower bound (CRLB) even in the adverse

conditions of low SNR levels. Using real-world channel measurements collected from four access points (APs) with IEEE

802.11ac standard’s setup parameters in an indoor environment, we also show that the proposed ML estimator achieves a

localization performance below 15 cm accuracy.

Index Terms—JADE, AoA estimation, time delay estimation, localization, maximum likelihood, importance sampling, antenna arrays

Ç

1 INTRODUCTION

IN parametric multipath propagation models, a source sig-
nal impinges on an antenna array through a number of

rays, each described by an angle-of-arrival (AoA), a time
delay (TD), and a path gain. The JADE problem consists then
in jointly estimating all the AoAs and their corresponding
TDs from a finite number of received samples. The JADE
problem arises in many practical situations ranging from
military applications (e.g., radar and sonar) to broadband
wireless communication systems. Typically, the power to
characterize each path with its own angle and delay endows
the system with stronger sensorial capabilities leading, for
instance, to more robust beamforming techniques [2] and
enhanced equalization performance [3]. Moreover, as

location-aware services for handhelds are likely to be in high
demand for future wireless communication systems, the
information about the AoAs and the TDs can be used to
design highly-accurate localization techniques [4], [5], [6]. In
this context, in order to cope with dense multipath environ-
ments, the so-called fingerprinting paradigm which recasts
source localization into a pattern recognition problem was
envisaged in [7], [8], [9]. In particular, it was recently shown
that fingerprintingwith location signatures that are character-
ized by the AoAs and TDs of each candidate location leads to
substantial improvements against location signatures that
are characterized by the received signal strength (RSS) [10].
In fact, contrarily to the RSSwhich varies substantially over a
wavelength distance (due to constructive and destructive
multipath interference), the AoAs together with the associ-
ated TDs form a unique fingerprint for each location [9].
Hence, accurate and low-cost estimation of such multipath
parameters can be used along with the fingerprinting para-
digm to develop very efficient localization algorithms Alter-
natively, if multiple access points (APs) are available, they
can cooperate to localize a mobile user by using the esti-
mated time difference of arrivals (TDOAs) and AoAs (see
[12] an [13] for more details). In this paper, we apply for the
very first time the IS technique along with the ML concept to
the JADE problem over both OFDM and single-carrier trans-
missions. Roughly speaking, the major difficulty with IS
consists in generating multiple (i.e., vector) realizations
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according to a given (multi-dimensional) pdf. Much like all
the IS-based works mentioned in Section 2, we succeed in
designing a separable (i.e., factorable) joint angle-delay
pseudo-pdf which allows a very easy generation of the
required vector realizations. Even more, by exploiting the
sparsity of the proposed pseudo-pdf, we derive a simple and
yet very accurate approach to estimate the number of paths
which is also a priori unknown in practice and needs to be
estimated even before proceeding to angles and delays acqui-
sition. Computer simulations will show the superiority of the
proposed IS-based ML estimator over state-of-the-art ML-
type and subspace-based JADE techniques in terms of esti-
mation accuracy, resolution capabilities, and computational
complexity. Real-world channel measurements collected
using IEEE 802.11ac standard’s setup parameters in an
indoor environment were also used to investigate the online
localization capabilities of the proposed algorithm. Results
show a localization performance below 15 cm accuracy.

We organize the rest of this paper as follows: We discuss
the related background works in Section 2. In Section 3, we
introduce the OFDM system model. In Section 4, we derive
the concentrated likelihood function (CLF) of the system
whose global maximization is detailed in Section 5. In
Section 6, we derive the IS-ML technique in the special case of
single-carrier systems. In Section 7, we detail the process of
generating the required realizations via the IS concept. In
Section 8, we provide the necessary implementation details
for the proposed IS-based estimator. In Section 9, we develop
a new approach for the estimation of the number of paths that
is inherent to the proposed IS-based JADE algorithm. In
Section 10, we assess through exhaustive computer simula-
tions the performance of the new estimator and benchmark it
against a variety of existing JADE techniques. There, we also
assess the localization capabilities of the proposed algorithm
using real-world channel measurements. Finally, we draw
out some concluding remarks in Section 11.

We define beforehand some of the common notations that
will be adopted in this paper. Vectors andmatrices are repre-
sented in lower- and upper-case bold fonts, respectively.
Moreover, f:gT and f:gH denote the conjugate andHermitian
(i.e., transpose conjugate) operators and detf:g returns the
determinant of any square matrix. The Euclidean norm of
any vector is denoted as jj:jj and IN denotes the ðN �NÞ
identity matrix. For anymatrix X, ½X�q and ½X�l;k denote its qth
column and ðl; kÞth entry, respectively. The kronecker prod-
uct of any two matrices X and Y is denoted as X� Y. In
addition, f:g�, fff:g, and j:j return the conjugate, angle, and
modulus of any complex number, respectively. The comple-
mentary cumulative distribution function (CCDF) of a given
random variable (RV), X, is denoted as FcðxÞ , Pr

�
X � x

�
.

Finally, Ef:g stands for statistical expectation, j is the pure
complex number that verifies j2 ¼ 	1, and the notation , is
used for definitions.

2 OVERVIEW OF RELATED WORKS

Unlike JADE, the separate (or disjoint) estimation of either
the time delays or the directions of arrival (DOA) has been
heavily investigated for decades now. For prior works on
DOA-only and TD-only estimation, see [14], [15] and [16],
[17] and references therein, respectively. In comparison
with disjoint estimation techniques which first estimate the

delays and then the corresponding angles, the joint estima-
tion of these space-time parameters (i.e., JADE) is more
accurate in cases where multiple rays have nearly equal
delays or angles [2]. Moreover, contrarily to JADE, the num-
ber of estimated angles in DOA-only estimation schemes
must be smaller than the number of antennae. Thus DOA-
only estimators would require large-size antenna arrays in
highly dense multipath environments.

So far, a number of JADE techniques have been reported
in the literature, except the unitary matrix pencil (UMP)-
based approach proposed recently [12], all the existing solu-
tions are geared toward single-carrier systems. Roughly
speaking, they can be broadly categorized into two major
categories: subspace-based and ML-based estimators. Most
of the subspace-based techniques are built upon the well-
known MUSIC and ESPRIT algorithms [18], [19], [20]. In
practice, subspace-based approaches are more attractive
due to their reduced computational load. However, they are
usually suboptimal and suffer from severe performance
degradation (both in terms of resolution and estimation
accuracy) for low SNR levels and/or closely-spaced paths.
ML approaches, however, are known to enjoy higher accu-
racy and enhanced resolution capabilities. Yet, despite their
promising advantages, their computational complexity has
been often considered as the major culprit for a widespread
reluctance of designers to their implementation in practice.

In the specific JADE context, to the best of our knowledge
only two ML estimators have been so far introduced but
only for narrowband signals. The very first ML solution
was proposed by Wax et al. in [21] which is iterative in
nature and thus will be referred to, hereafter, as the iterative
ML (IML) estimator. The other ML solution introduced later
in [22] is also iterative and based on the space-alternating
generalized expectation maximization (SAGE) algorithm.
However, like any iterative approach, the performance of
these two ML estimators is closely tied to the initial knowl-
edge about the unknown parameters, i.e., they will not con-
verge to the global maximum of the log-likelihood function
(LLF) if their initial guesses are not reliable. Besides, for
both iterative ML estimators, a fixed sampling grid is
selected to serve as a possible set of all candidate estimates
for the unknown TDs and AoAs. Then, by assuming all true
(unknown) parameters to be exactly on the selected grid,
IML and SAGE attempt to maximize the LLF iteratively.
Consequently, they suffer from the inevitable off-grid prob-
lem which arises in practical situations where some of the
true TDs and/or AoAs do not lie on the sampling grid. For
accurate estimation, it is compulsory to use a densely-sam-
pled grid since it reduces the gap between the true parame-
ters and their nearest points on the grid. However, as “there
is no free lunch”, the cost of a dense grid sampling is the
excessive increase in computational complexity.

These problems, among many others, have spurred a
widespread belief that resorting to suboptimal subspace-
based solutions is inevitable by trading estimation accuracy
for lower complexity. This paper challenges that basic per-
cept by introducing a novel ML JADE technique that beats
state-of-the-art subspace-based methods both in terms of
accuracy and complexity. Most remarkably, the new ML
estimator is statistically efficient since it reaches the CRLB
at SNR levels as low as 	10 dB.

The proposed estimator builds upon the global maximi-
zation theorem of Pincus [23] and the importance sampling
(IS) concept [24]. In particular, owing to a very accurate
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approximation of the concentrated likelihood function, we
transform the original multi-dimensional optimization prob-
lem into multiple two-dimensional optimization ones result-
ing thereby in tremendous computational savings. Even
more, the underlying two-dimensional optimization prob-
lems are totally disjoint and, as such, they can be performed
separately in practice. From this perspective, the new IS-
based ML estimator lends itself to a very attractive parallel
computing implementation that can be efficiently executed
on nowadays multiprocessor platforms.

The combination of Pincus’ theorem and IS concept has
been previously applied to many fundamental estimation
problems. To the best of our knowledge, however, this elegant
combination was first pioneered by Kay and Saha in [25] in
the context of multiple frequencies estimation. There, it was
shown for the very first time that jointML estimation ofmulti-
ple frequencies boils down to the computation of sample
mean estimates from a number of realizations generated
according to a carefully designed importance function (or
pseudo-pdf). Pincus’ theorem along with the IS concept were
later on applied byKay et al. to the estimation of chirp signals’
parameters [26], sources’ DOAs estimation with antenna
arrays [15], as well as, joint angle and Doppler estimation in
[27]. Theywere also successfully applied in the context of joint
CFO and channel estimation under: i) single-user OFDMA
communications [28], and ii) multiuser MIMO-OFDM com-
munications with optimal training sequences design [29].
More recently, these powerful toolswere leveraged in the con-
text of TDOA-based source localization [30], non-data-aided
(NDA) timing recovery [31], as well as, time delays acquisi-
tion in multipath environments [17]. In all these works, the
combination of Pincus’ theoremwith the IS approach resulted
in remarkable improvements both from estimation perfor-
mance and computational complexity viewpoints.

3 SYSTEM MODEL

We will derive our estimator for multi-carrier transmissions
and the minor changes that need to be accounted for
when dealing with a single-carrier system will be briefly
highlighted in Section 6. To start with, consider an antennae
array consisting of P antenna elements immersed in a
homogeneous medium in the far field of one source that is
transmitting a planar wave. The known transmitted signal
is modulated over M þ 1 subcarriers. After undergoing
multiple reflections, it impinges on the receiving antenna
array from �Q different angles ð�a1; �a2; . . . ; �a �QÞ with associ-

ated time delays ð�t1; �t2; . . . ;�t �QÞ 
 ½0; tmax� �Q where tmax can
be as large as desired. Note here that we use the overbar
symbol to distinguish the true AoAs and TDs, �aq and �tq,
from the unknown generic variables, aq and tq, that will be
used later in the algorithm.1 We also denote the actual chan-
nel frequency response (CFR) over the fmthgM=2

M¼	M=2 subcar-
rier and fpthgPP¼1 antenna element as �hpðmÞ whose

expression was derived in [12] as follows (for more details,
the reader is referred to [32])

�hpðmÞ ¼
X�Q
q¼1

��qe
	j2pfc�tq e	j2pmDf�tq e	j2p’p;mð�aqÞ: (1)

In (1), fc and Df stand, respectively, for the carrier fre-
quency and subcarrier spacing while f��qg �Q

q stand for the
actual path gain coefficients which are assumed to be
unknown as well. Moreover, the functions ’p;mðaÞ represent
some real-valued angular transformations that depend on
the array geometry. Typically, uniform linear arrays (ULAs)
and uniform circular arrays (UCAs) remain by far the most
studied cases in the open literature. For these two popular
configurations, the underlying angular transformations are
given by

’p;mðaÞ ¼
d ðfc þmDfÞ

c
ðp	 1Þ sin ðaÞ; ðULAÞ

d ðfc þmDfÞ
c

cos
�
a	 2½p	 1�p=P�
2 sin ðp=P Þ ; ðUCAÞ;

8>><>>:
where d ¼ �=2 is the separation between consecutive
antenna elements, and c is the speed of light.

Given the transmitted signal and the received data, an
estimate, hpðmÞ, for the actual CFR �hpðmÞ in (1) can be read-
ily obtained by applying any data-aided (DA) channel esti-
mation technique, e.g., the least-squares method. By doing
so, one has access to the following implicit observation
model:

hpðmÞ ¼
X�Q
q¼1

�gqe
	j2pmDf�tq e	j2p’pð�aqÞ þ wpðmÞ; (2)

in which we defined �gq , ��qe
	j2pfc�tq for q ¼ 1; . . . ; �Q that are

some unknown but constant coefficients across all the sub-
carriers and antenna elements. Moreover, wpðmÞ are the
residual estimation noise components which are assumed
to be spatially white and uncorrelated between subcarriers.
Statistically, they are modeled by zero-mean complex
Gaussian random processes with independent real and
imaginary parts each of variance s2=2.

For mathematical convenience, we now group all the
unknown multipath parameters in the following three vec-

tors: �aa ¼ ½�a1; �a2; . . . ; �a �Q�T , �tt ¼ ½�t1;�t2; . . . ; �t �Q�T , and �gg ¼ ½�g1;

�g2; . . . ; �g �Q�T . We further gather the channel estimates in (43)
across all the antenna elements at eachmth subcarrier into a
single vector, hðmÞ ¼ ½h1ðmÞ; h2ðmÞ; . . . ; hP ðmÞ�T , given by

hðmÞ ¼
X�Q
q¼1

amð�aqÞ�gq e
	j2pmDf�tq þ wðmÞ; (3)

where wðmÞ ¼ ½w1ðmÞ; w2ðmÞ; . . . ; wP ðmÞ�T is the corre-
sponding noise vector and

amðaÞ ,
�
e	j2p’1;mðaÞ; e	j2p’2;mðaÞ; . . . ; e	j2p’P;mðaÞ�T ; (4)

is the array steering vector defined for any direction a. Our
goal in the remainder of this paper is to jointly estimate the
parameters f�aqg �Q

q and f�tqg �Q
q along with �Q given the M þ 1

vectors
�
hðmÞ�M=2

m¼	M=2
.

4 DERIVATION OF THE CONCENTRATED

LIKELIHOOD FUNCTION

In this section, we will derive the concentrated likelihood
function that depends on the parameters of interest only
[33], namely �tt, �aa. In fact, since wðmÞ 8 Nð0; s2IP Þ, it can be

1. For the same reasons, we use �Q to denote the true unknown num-
ber of paths that will be estimated later in Section 7.
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shown that the actual LLF (after dropping the constant
terms) is given by2

L�aa; tt; gg� ¼ XM2
m¼	M

2

hðmÞ 	
X�Q
q¼1

amðaqÞgqe
	j2pmDf�tq

�����
�����

�����
�����
2

; (5)

where tt; aa; and gg stand for any candidate values for �tt; �aa;
and �gg, respectively. Now, define the (M �Q� �Q) matrix

FFðttÞ ,
h
FF	M=2ðttÞT FF	M=2þ1ðttÞT . . . FFM=2ðttÞT

iT
; (6)

with fFFmðttÞgM=2
m¼	M=2 being the following ( �Q� �Q) diagonal

matrix

FFmðttÞ , diag
�
e	jvmt1 ; e	jvmt2 ; . . . ; e	jvmt �Q

�
; (7)

and vm ¼ 2pmDf . Therefore, by letting AmðaaÞ , ½amða1Þ
amða2Þ . . . amða �QÞ� and defining the following array steering
matrix:

AðaaÞ ¼

A	M=2ðaaÞ 00 . . . 00

00 A	M=2þ1ðaaÞ ..
.

..

. . .
.

00
00 . . . 00 AM=2ðaaÞ

8>>>><>>>>:

9>>>>=>>>>;; (8)

it can be shown that (5) is equivalent to

L�aa; tt; gg� ¼ ������h	AðaaÞFFðttÞgg
������2; (9)

where h , hðv	M=2ÞThðv	M=2þ1ÞT . . . hðvM=2ÞT
h iT

. Maxi-

mizing (9) jointly with respect to tt; aa; and gg is extremely
challenging. Yet, significant computational savings follow
from the observation that for any given tt and aa, the problem
of finding the optimal gg becomes a linear least squares (LS)
problem [34] whose solution is given by

b�ggMLE ¼
h
AðaaÞFFðttÞ|fflfflfflfflfflffl{zfflfflfflfflfflffl}

, D

iy
h; (10)

where Dy is the Moore-Penrose pseudo-inverse of D given

by Dy ¼ �DHD
�	1

DH . Note here that D has full column

rank and, therefore,
�
DHD

�	1
always exists. Now, by

substituting b�ggMLE for gg back in (9) and resorting to some
straightforward algebraic manipulations, we obtain the so-
called concentrated likelihood function which depends solely
on aa and tt

Lc

�
aa; tt
� ¼ hHDðDHDÞ	1DHh: (11)

The joint ML estimates of �aa and �tt are then obtained as the
solution to the following reduced-dimension optimization
problem

½b�aaMLE; b�ttMLE� ¼ argmax
aa;tt

Lc

�
aa; tt
�
: (12)

Once b�aaMLE and b�ttMLE are obtained, they can be substituted
back in (10) in order to find the MLEs for all the unknown
path gains, i.e., b�ggMLE.

5 GLOBAL MAXIMIZATION OF THE CLF

5.1 Pincus’ Theorem and the IS Concept
As done previously within the framework of other estima-
tion problems (see [15], [25], [26], [27], [28], [29], [30], [31],
and references therein), we will resort to Pincus’ theorem
[23] and the powerful IS concept [38] in order to solve the
multidimensional optimization problem in (12). The theo-
rem proposed by Pincus in [23] simply states that the global
maximum of any continuous eQ-dimensional function, fðuuÞ,
is reached at the vector buu ¼ ½bu1;bu2; . . . ;bueQ� whose fqthgeQq¼1

entry is given by

buq ¼ lim
r!þ1

Z
� � �
Z

uqe
rfðuuÞduuZ

� � �
Z

erfðuuÞduu
: (13)

The limit involved in (13) is approximated for some suffi-
ciently high value r0 of r as follows:

buq ¼
Z

� � �
Z

aqe
r0fðuuÞduuZ

� � �
Z

er0fðuuÞduu
: (14)

Applying this general result to our estimation problem with
uu , ½aa; tt�T and fðuuÞ , Lcðaa; ttÞ leads to the following
expressions for the required MLEs (each in terms of
2 �Q-dimensional integrals) for q ¼ 1; 2; . . . ; �Q

b�tq; MLE ¼
Z

� � �
Z

tq �Lc

�
aa; tt
�
daadtt; (15)

b�aq; MLE ¼
Z

� � �
Z

aq
�Lc

�
aa; tt
�
daadtt; (16)

where �Lcðaa; ttÞ is the normalized CLF defined as

�Lcðaa; ttÞ , er0Lcðaa;ttÞZ
� � �
Z

er0Lcðaa;ttÞdaadtt
: (17)

Intuitively, as r0 tends to infinity, �Lcðaa; ttÞ becomes a Dirac-
delta function centered at the true maximum of Lcðaa; ttÞ
whose location is indeed given by the set of integrals in (15)
and (16). In our attempt to avoid multi-dimensional grid
search, it may appear here at first sight that we have we
ended up dealing with a multi-dimensional integration
bearing the very same practical difficulties. By closely
inspecting (17), however, it turns out that the normalized
CLF, �Lcðaa; ttÞ, has all the properties of a pdf since it is non-
negative and integrates to one. Consequently, we will term
it in the sequel as “pseudo-pdf” since strictly speaking the
involved working variables aa and tt are not truly random.
Yet, by hypothetically assuming them to be random vectors
that are jointly distributed according to �Lcðaa; ttÞ, the MLEs
in (15) and (16) can be alternatively regarded as statistical
expectations, i.e., for q ¼ 1; 2; . . . ; �Q, we have

b�tq; MLE ¼ Eaa;tt tq
� �

and b�aq; MLE ¼ Eaa;tt aq

� �
: (18)

Thus, if one is able to generate R realizations, fttðrÞgRr¼1 and
faaðrÞgRr¼1, using the joint pseudo-pdf �Lcðtt;aaÞ, then it will be

2. Note here that, for ease of notation, we do not show explicitly the
dependence of the LLF on fhðmÞgM=2

m¼	M=2 in the left-hand side of (5).
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very accurate to approximate the expectations in (18) by
their sample mean estimates as follows:

b�tq; MLE ¼ 1

R

XR
r¼1

tðrÞq and b�aq; MLE ¼ 1

R

XR
r¼1

aðrÞ
q : (19)

Clearly, as the number of realizations R used in (19)
increases, the variances of the two sample mean estimates
above decrease making them approach the global maximum
of the CLF [38]. Unfortunately, the pseudo-pdf �Lcðaa; ttÞ is
extremely non-linear and as such cannot be practically used
to generate fttðrÞgRr¼1 and faaðrÞgRr¼1. To sidestep this problem,
one can resort to the importance sampling concept [15], [25]
and rewrite (15) and (16) in the following equivalent forms:

b�tq;MLE ¼
Z

� � �
Z

tq
�Lcðaa; ttÞ
�Gðaa; ttÞ

�Gðaa; ttÞdaadtt; (20)

b�aq;MLE ¼
Z

� � �
Z

aq

�Lcðaa; ttÞ
�Gðaa; ttÞ

�Gðaa; ttÞdaadtt; (21)

for some �Gðaa; ttÞwhich is another pseudo-pdf—called impor-
tance function—to be designed as close as possible to �Lcðaa; ttÞ
while allowing at the same time the easy generation of the

required vector realizations fttðrÞgRr¼1 and faaðrÞgRr¼1. By doing

so, the MLEs in (20) and (21) are interpreted as expected val-
ues of transformed RVs, i.e.,

b�tq; MLE ¼ Eaa;tt

n
hðtt;aaÞtq

o
(22)

b�aq; MLE ¼ Eaa;tt

n
hðaa; ttÞaq

o
; (23)

where hðaa; ttÞ is defined as the following ratio:

hðaa; ttÞ ,
�Lcðaa; ttÞ
�Gðaa; ttÞ : (24)

If �Gðaa; ttÞ is carefully designed, the expectations in (22) and
(23) can be computed at any desired degree of accuracy (by
increasing R) using the corresponding sample mean esti-
mates. The appropriate choice of the importance function,
�Gðaa; ttÞ, will be discussed in the following section. But before
delving into details, we mention beforehand that it must be

separable in terms of the �Q angle-delay pairs
�ðaq; tqÞ

� �Q

q¼1
in

order to facilitate the process of generating the requiredR vec-
tor realizations. In other words, our ultimate goal is to design
�Gðaa; ttÞ in away that allows it to be factorized as follows:

�Gðaa; ttÞ ¼
Y�Q
q¼1

�gqðaq; tqÞ: (25)

This will allow us to interpret �Gðaa; ttÞ as a multivariate
pseudo-pdf that corresponds to a set of independent bivariate
random variables. Hence, instead of generating realizations
for �Q-dimensional random vectors aa and tt directly using
�Gðaa; ttÞ, one can easily generate independent realizations for

bivariate random variables fðaq; tqÞg �Q
q¼1 using

�
�gqðaq; tqÞ

� �Q

q
.

In order to reduce the variance of estimation errors, how-
ever, it is preferable to design �Gðaa; ttÞ upon an appropriate
approximation of �Lcðaa; ttÞ.

5.2 Approximation of the CLF and Appropriate
Choice for �Gðaa; ttÞ

First, by revisiting (46), one can easily recognize that the
original CLF, Lc

�
aa; tt
�
, cannot be directly expressed as a sep-

arable function due to the presence of the matrix inverse
ðDHDÞ	1. Fortunately, though, we show in the sequel that
DHD can be accurately approximated by a diagonal matrix.
In fact, by recalling the expression of D in (10), we notice
that the delay coming from the antenna array is negligible
when compared with tl (i.e., p d sin ðalÞ=ctl), it follows that:

D ¼ �IM �A0ðaaÞ
�
FFðttÞ: (26)

By using some basic properties of the Kronecker product,
the matrixDHD can be written as

DHD ¼ FFðttÞH�IMþ1 �AðaaÞH��IMþ1 �AðaaÞ�FFðttÞ;
¼ FFðttÞH



IMþ1 �

�
AðaaÞHAðaaÞ��FFðttÞ: (27)

Then, by noticing that IMþ1 �
�
A0ðaaÞHA0ðaaÞ

�
is a block-

diagonal matrix, it can be shown that

DHD ¼
XM=2

m¼	M=2

FmðttÞHA0ðaaÞHA0ðaaÞFmðttÞ: (28)

Next, by recalling that the lth column of the steering matrix
is
�
A0ðaaÞ

�
l
¼ a0ðalÞ and since FmðttÞ is a diagonal matrix,

we immediately have

A0ðaaÞFmðttÞ½ �l ¼ ½FmðttÞ�l;l A0ðaaÞ½ �l
¼ e	jvmtla0ðalÞ:

The ðl; kÞth entry ofDHD is thus obtained as

½DHD�l;k ¼
XM=2

m¼	M=2

�
A0ðaaÞFmðttÞ½ �l

�H
A0ðaaÞFmðttÞ½ �k;

¼
XM=2

m¼	M=2

ejvmðtl	tkÞa0ðalÞHa0ðakÞ;

¼
XM=2

m¼	M=2

ejvmðtl	tkÞ

�
XP
p¼1

e	j2p½’pðakÞ	’pðalÞ�:

(29)

In particular, all the diagonal elements are expressed as

½DHD�k;k ¼ P ðM þ 1Þ: (30)

Due to the destructive superposition (for l 6¼ k) of the com-
plex exponentials3 in (29), one could expect the off-diagonal
entries of DHD to be very small compared to the diagonal
ones thereby allowing the following much useful approxi-
mation

DHD � P ðM þ 1ÞI �Q: (31)

3. This is reminiscent of multipath fading in wireless channels.
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To see this, we define

bl;k ,

PM=2
m¼	M=2 e

jvmðtl	tkÞ

 � PP

p¼1 e
	j2p½’pðakÞ	’pðalÞ�


 �
P ðM þ 1Þ ; (32)

as the ratio of the off-diagonal over diagonal entries of
DHD. Then, we generate a large number of couples
ðtl; tkÞ 8 U½0; tmax�2 and ðal;akÞ 8 U ½	p=2;p=2�2 and inject
them into (32) in order to compute the CCDF,
FcðxÞ ¼ Pr

�jbl;kj � x
�
, depicted in Fig. 1. There, it can be seen

that the off-diagonal elements of DHD can indeed be
neglected in front of its diagonal ones since jbl;kj has an

almost-zero probability to exceed 0.1 for all l 6¼ k. Therefore,

(31) is a valid and accurate approximation forDHDwhich is
used in (46) to obtain the following accurate approximation

Lc

�
aa; tt
� � 1

P ðM þ 1Þh
HDDHh: (33)

Recalling from (10) thatD ¼ AðaaÞFFðttÞ, it follows that:

Lc

�
aa; tt
� � 1

P ðM þ 1Þ FFðttÞHAðaaÞHh
��� ������ ���2: (34)

Now, by recalling that

h ¼ hð	M=2ÞT hð	M=2þ 1ÞT . . . hðM=2ÞT
h iT

; (35)

and using (6) it can be shown that

FFðttÞHAðaaÞHh ¼
XM=2

m¼	M=2

�
AmðaaÞFmðttÞ

�H
hðmÞ: (36)

Therefore, it follows from (34) that

Lc

�
aa; tt
� � 1

P ðM þ 1Þ
X�Q
q¼1

XM=2

m¼	M=2

�
AmðaaÞFmðttÞ

�H
q
hðmÞ

������
������
2

: (37)

Starting form (37) and resorting to some straightforward
algebraic manipulations, we obtain the following much use-
ful approximation for the CLF

Lcðaa; ttÞ � 1

P ðM þ 1Þ
X�Q
q¼1

Iðaq; tqÞ; (38)

where Iða; tÞ is the periodogram of the signal given by

Iða; tÞ ¼
XP
p¼1

XM=2

m¼	M=2

e	j2p’p;mðaÞh�
pðmÞe	j2ptvm

������
������
2

; (39)

in which hpðmÞ is the pth element of the vector hðmÞ. Owing
to the decomposition of the approximate CLF in (38) as the
superposition of the separate contributions pertaining to the
�Q angle-delay pairs, we exploit it below as the importance
function (upon normalization)

�Gðaa; ttÞ ¼
exp r1

P �Q
q¼1 Iðaq; tqÞ

n o
Z

� � �
Z

exp r1
P �Q

q¼1 Iða0
q; t

0
qÞ

n o
daa0dtt0

: (40)

Note here that the factor 1
P ðMþ1Þ involved in (38) is absorbed

in the new design parameter, r1 6¼ r0, whose appropriate
choice will be discussed later in Section 10. Note as well that
�Gðaa; ttÞ is separable in terms of the angle-delay pairs as origi-
nally required. Indeed, it can be easily shown that �Gðaa; ttÞ
factorizes as follows:

�Gðaa; ttÞ ¼
Y�Q
q¼1

�g�a;�tðaq; tqÞ; (41)

where

�g�a;�tða; tÞ ¼ er1Iða;tÞZ Z
er1Iða

0;t0Þda0dt0
; (42)

is a common bivariate distribution for all angle/delay pairs.

Therefore, in order to generate vector realizations aaðrÞ and
ttðrÞ using the multidimensional distribution �Gðaa; ttÞ, one
can easily generate �Q independent couples ðaðrÞ

q ; tðrÞq Þ using
�g�a;�tða; tÞ then construct aaðrÞ ¼ �aðrÞ

1 ;a
ðrÞ
2 ; . . . ;a

ðrÞ
�Q

�
and ttðrÞ ¼�

t
ðrÞ
1 ; t

ðrÞ
2 ; . . . ; t

ðrÞ
�Q

�
. The process of generating

�ðaðrÞ
q ; tðrÞq Þ� �Q

q¼1

using �g�a;�tða; tÞ is explained in some depth later in Section 7.

6 SPECIAL CASE OF SINGLE-CARRIER SYSTEMS

Assume that a known modulated signal sðtÞ is transmitted
by the source. After sampling the continuous-time received

signal at time instants ftm ¼ mTsgðM	1Þ
m¼0 where Ts is the sam-

pling period, one obtains the following M samples over
each pth antenna

xpðtmÞ ¼
X�Q
q¼1

��qsðtm 	 �tqÞejp’pð�aqÞ þ wpðtmÞ; (43)

Fig. 1. CCDF of the magnitude of the ratio between the off-diagonal and
diagonal entries of the matrix DHD, using M þ 1 ¼ 245 subcarriers and
a ULA configuration of P ¼ 6 receiving antenna elements.
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for m ¼ 0; 2; . . . ;M 	 1: By collecting the samples across
all the antenna elements at each mth time index, xðtmÞ ¼
½x1ðtmÞ; x2ðtmÞ; . . . ; xP ðtmÞ�T , one obatins

xðtmÞ ¼
X�Q
q¼1

a0ð�aqÞ��qsðtm 	 �tqÞ þ wðtmÞ; (44)

in which a0ð�aqÞ is obtained from (4) by setting m ¼ 0. Then,
by using Parseval’s identity, it can be shown that the actual
LLF is expressed as follows in the case of single-carrier
systems

LSC

�
aa; tt; gg

� � XM	1

m¼0

xðvmÞ 	
X�Q
q¼1

a0ðaqÞgqe
	jvmtq sðvmÞ

�����
�����

�����
�����
2

;

(45)

where fxðvmÞgm and fsðvmÞgm are, respectively, the DFTs

of fxðtmÞgm and fsðtmÞgm and
�
vm ¼ m

MTs

�M	1

m¼0
is the mth

frequency bin. By following the same derivations as done in
the OFDM model in the previous sections, it can be shown
that the CLF of SC systems is expressed as follows:

LSC
c

�
aa; tt
� ¼ xHDðDHDÞ	1DHx; (46)

where x , xðv1ÞTxðv2ÞT . . . xðvMÞT
h iT

and the matrix DD is
given by

D ¼ �IM �A0ðaaÞ
�
FFðttÞ: (47)

Then, it is easy to show that DHD can also be approximated
by a diagonal matrix thereby leading to the same expression
for the importance function already obtained in and (41)
and (42). The only difference being in the expression of the
periodogram which is now given by

Iscða; tÞ ¼
XP
p¼1

ejp’pðaÞ
XM	1

m¼0

sðvmÞx�
pðvmÞe	j2ptvm

�����
�����
2

; (48)

in which xpðvmÞ is the pth element of the vector xðvmÞ. The
remaining derivations hold exactly the same for both single-
and multi-carrier systems.

7 GENERATION OF THE REQUIRED REALIZATIONS

A well-known general result from probability theory is that
the joint distribution, �g�a;�tða; tÞ, can be factorized as the
product of marginal and conditional pdfs, in two equivalent
forms, as follows:

�g�a;�tða; tÞ ¼ �g�tðtÞ�g�aj�tðajtÞ; (49)

�g�a;�tða; tÞ ¼ �g�aðaÞ�g�tj�aðtjaÞ; (50)

where �g�t [resp., �g�aðaÞ] is the marginal pdf of t [resp. a] and
�g�tj�aðtjaÞ [resp., �g�aj�tðajtÞ] is the conditional pdf of t given a
[resp., a given t]. The two identities in (49) and (50) suggest
the following two respective alternatives to generate the
required realizations:

(1) ALTERNATIVE 1: generate tðrÞq using �g�tðtÞ and then use
�g�aj�t
�
ajt ¼ tðrÞq

�
to generate aðrÞ

q .
(2) ALTERNATIVE 2: generate aðrÞ

q using �g�aðaÞ and then use
�g�tj�a
�
tja ¼ aðrÞ

q

�
to generate tðrÞq .

In practice, however, “ALTERNATIVE 2”, is not a good
option since �g�aðaÞ cannot allow resolution of closely-spaced
angles inevitably embodied by a single main lobe even in
the total absence of noise. Fig. 2b illustrates this phenome-
non in single-carrier systems for a modulated signal (with
symbol duration T ) propagating via two paths with delays
�t1 ¼ 4T and �t2 ¼ 5T and angular separation j�a1 	 �a2j ¼ 6
.

In contrast, it is found that �g�tðtÞ always exhibits �Q main

lobes around the true unknown TDs, f�tqg �Q
q¼1, even if the lat-

ter are associated to closely-spaced angles as depicted in
Fig. 2a. Moreover, as will be seen in Section 8, �g�tðtÞ is able
to resolve closely-spaced delays even if the two paths are
also extremely closely spaced in the angular domain (typi-
cally, j�a1 	 �a2j ¼ 0:5
). For these reasons, we opt for
“ALTERNATIVE 1” and first evaluate �g�tðtÞ as follows:

�g�tðtÞ ¼
Z

�g�a;�tða; tÞda; (51)

which is then used to generate the rth vector of delay real-

izations, ttðrÞ ¼ �tðrÞ1 ; t
ðrÞ
2 ; . . . ; t

ðrÞ
�Q

�T
, as will be explained

shortly. Now, for the same angular separation (i.e.,

ja1 	 a2j ¼ 6
) and as depicted in Figs. 2c and 2d, each

fqthg �Q
q¼1 conditional angle pdf

�g�aj�t
�
ajt ¼ tðrÞq

� ¼ �g�a;�t
�
a; tðrÞq

�
�g�t
�
t
ðrÞ
q

� ; (52)

is found to exhibit exactly a single main lobe around the
true angle �aq associated to �tq. Next, we recall the following
lemma [35] that will be used to generate the required
realizations:

Lemma 1. Let X 2 X be any RV with pdf fXðxÞ and CDF
FXðxÞ and denote the inverse CDF as F	1

X ð:Þ : ½0; 1� 	! X ;
u 	! x s:t: FXðxÞ ¼ u. Then, for any uniform RV, U 2
½0; 1�, the RV eX ¼ F	1

X ðUÞ is distributed according to fXð:Þ.
In principle, �g�tðtÞ can be used along with the result of

LEMMA 1 to generate the required delay realizations ftðrÞq gRr¼1

� �gtðtÞ for every q ¼ 1; 2; . . . ; �Q as follows:

Fig. 2. Marginal and conditional pdfs illustrated in a single-carrier
system, ULA, P ¼ 5, �Q ¼ 2 and SNR = 30 dB: (a) Marginal pdf of t,

(b) marginal pdf of a, (c) conditional pdf of a given t
ðrÞ
1 , and (d) condi-

tional pdf of a given t
ðrÞ
2 .
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(1) Generate R realizations
�
uðrÞ
q

�R
r¼1

� U ½0; 1�,
(2) Obtain tðrÞq ¼ �G	1

�t ðuðrÞ
q Þwhere �G�tð:Þ is the CDF associ-

ated to �g�tðtÞ.
However, depending on the SNR level, the direct use of

the marginal pdf �g�tðtÞ faces the following major problems
in practice:

� At low SNR levels, �g�tðtÞ exhibits non-negligible
secondary lobes, as depicted in Fig. 3b with SNR ¼
	5 dB, which translate into spurious slopes in the
CDF, �G�tðtÞ, as seen from Fig. 3a. Consequently, any
realization u � U½0; 1� that falls within the range of
such spurious slopes (along the y-axis) will result in
a delay realization t ¼ �G	1

�t ðuÞ that does not corre-
spond to any of the true delays (i.e., an outlier). This
phenomenon is also illustrated in Fig. 3a for the two
typical realizations u0 and u00. Such outliers affect
severely the performance of the estimator. In order
to obtain outliers-free realizations, it is possible to rid
�g�tðtÞ from its secondary lobes by choosing a suffi-
ciently large value for the design parameter r1 [cf.
(42)]. Taking a large value for r1, however, renders
the main lobes in �g�tðtÞ extremely narrow making it
more likely that the true delays lie outside their very
short spans. Consequently, all the outliers-free realiza-
tions will be shifted, thereby resulting in an inevita-
ble estimation bias.

� At sufficiently high SNR levels, however, the second-
ary lobes are naturally absent and thus a small value
for r1 can be chosen. Yet, the difference in main
lobes’ sizes results in out-of-proportion slopes in the
CDF. As such, an unbalanced number of realizations
will be generated under the different main lobes. As
a brute-force remedy, one could be tempted by

choosing an extremely large value of R to guarantee
that a sufficient number of realizations be generated
under each main lobe; not without having to pay a
significant extra cost in terms of increased complex-
ity though.

To sidestep all the aforementioned problems, we describe
hereafter a simple procedure that allows one to generate all
the realizations around the true delays and angles thereby
avoiding systematically the problem of outliers. Moreover, it
ensures that the realizations are generated in exactly the same
number under each of the main lobes irrespectively of their
relative sizes. To do so, we begin by extracting—through a
broad line search—some initial estimates of the unknown
true TDs as follows:

½b�tð0Þ1 ;b�tð0Þ2 ; . . . ;b�tð0Þ�Q � ¼ argmax �Q
t

�g�tðtÞ; (53)

where argmax �Qf:g returns the positions of the �Q largest
peaks of any objective function. This initial broad line search
is performed using a relatively large grid step D�t. Since the
main lobes of �g�tðtÞ are shifted [cf. Fig. 2a], note that (53)
does not provide the delay MLEs even by taking an arbi-
trarily small value for D�t. Then, initial estimates for the asso-
ciated AoAs are obtained as

b�að0Þ
q ¼ argmax

a
�g�aj�t ajt ¼ b�tð0Þq


 �
; q ¼ 1; . . . ; �Q: (54)

Likewise, the initial line search in (54) is performed with a
large grid step D�a. To force ftðrÞq gRr¼1 and faðrÞ

q gRr¼1 to be gen-
erated in the vicinity of �tq and �aq, respectively, we fix the
following �Q local intervals

D
�̂t
ð0Þ
q

¼ b�tð0Þq 	 d�t; b�tð0Þq þ d�t

h i
;

D
�̂a
ð0Þ
q

¼ b�að0Þ
q 	 d�a; b�að0Þ

q þ d�a

h i
;

which are centered at b�tð0Þq and b�að0Þ
q . The sizes of such local

delay and angle intervals are governed by the design
parameters d�t and d�a whose values will be specified in Sec-
tion 8. We also define the associated delay and angle impulse
functions as follows:

h
�̂t
ð0Þ
q
ðtÞ ¼ hq

�t for t 2 D
�̂t
ð0Þ
q
;

0 otherwise;

(
(55)

h
�̂a
ð0Þ
q
ðaÞ ¼ hq

�a for a 2 Db�a ð0Þ
q
;

0 otherwise;

(
(56)

In the specific case of �Q ¼ 2, the two delay impulse functions
are illustrated in Fig. 3b with dotted and circled lines. The
qth delay and angle pseudo-pdfs (referred to hereafter as
local pseudo-pdfs) that will be used to generate the realiza-
tions inD

�̂t
ð0Þ
q

�D
�̂a
ð0Þ
q

are given by

�g�t;qðtÞ ¼ hq
�tðtÞ�g�tðtÞ; (57)

�g�aj�t;qðajtÞ ¼ hq
�aðaÞ�g�aj�tðajtÞ; (58)

for q ¼ 1; 2; . . . ; �Q. The constants hq
�t and hq

�a in (55) and (56)
are computed such that the local pseudo-pdfs in (57) and
(58) sum up to one thereby yielding

Fig. 3. Pseudo-pdfs in a single-carrier system illustrated for �Q ¼ 2 and
SNR = 	5 dB: (a) Marginal CDF of t, (b) marginal pdf of t, (c) local pdf
of t around �t1, (d) local pdf of t around �t2, (e) local CDF of t around �t1,
and (f) local CDF of t around �t2.
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hq
�t ¼

Z �̂t
ð0Þ
q þd�t

�̂t
ð0Þ
q 	d�t

�g�tðtÞdt
 !	1

: (59)

hq
�a ¼

Z �̂a
ð0Þ
q þd�a

�̂a
ð0Þ
q 	d�a

�g�aj�tðajtÞda
 !	1

: (60)

Note here that by applying the impulse functions in (57) and
(58) we obtain a separate (i.e., isolated) local angle/delay
pseudo-pdf for each qth path. Therefore, in practice, the pro-
cesses of generating the required realizations locally around
each true delay/angle couple, ð�aq; �tqÞ, can be implemented
separately and run in parallel with a much faster and less
complex execution.

For better illustration, the isolated local delay pseudo-pdfs,
�g�t;1ðtÞ and �g�t;2ðtÞ, in the specific case of �Q ¼ 2 are depicted in
Figs. 3c and 3d, respectively. Further, as seen from Figs. 3e
and 3f, the associated local CDFs, �G�t;1ðtÞ and �G�t;2ðtÞ, exhibit a
single slope that is located around the corresponding true
delay. Therefore, by applying the result of Lemma 1, every

uniform realization uðrÞ
q 2 ½0; 1� will yield a delay realization

tðrÞq 2 D
�̂t
ð0Þ
q

[i.e., in the vicinity of �tq]. For the same reasons, all

the angle realizations that are generated using the qth isolated
conditional pdfs fall in in the vicinity of �aq.

8 IMPLEMENTATION DETAILS

8.1 Local Generation of the Required Realizations
In this section,we give all the necessary details for an easy and
practical implementation of the newly proposed IS-basedML
JADE algorithm. Without loss of generality, we consider the
case of a ULAwith a ¼ 0 corresponding to the broadside axis.
Hence, the candidate angles are confined within ½	p=2;p=2�
and recall that t 2 ½0;�tmax�where �tmax can be freely chosen as
high as desired. The starting point of the algorithm is the eval-
uation of the periodogram, Iðai; tjÞ at multiple grid points

ðai; tjÞ with relatively large discretization steps Dbroad
�a and

Dbroad
�t . Then, by approximating integrals with discrete sums,

we evaluate the joint pdf in (42), �g�a;�tða; tÞ, at every grid point
(i.e., 8ðai; tjÞ 2 ½	p=2;p=2� � ½0; �tmax�) as follows:

�g�a;�tðai; tjÞ ¼
exp
�
r1Iðai; tjÞ

�P
i

P
j exp

�
r1Iðai; tjÞ

�
Dbroad
�t Dbroad

�a

; (61)

from which the marginal delay pdf is computed as follows:

�g�tðtjÞ ¼
X
i

�gðai; tjÞDbroad
�a ; 8tj 2 ½0; tmax�: (62)

The initial delay estimates, fb�tð0Þq g �Q
q¼1, are the discrete delay

points that correspond to the largest �Q maxima of (62).

Then, for every q ¼ 1; 2; . . . ; �Q, the conditional pdf of the

qth angle corresponding to b�tð0Þq is directly obtained as

�g�aj�t aijt ¼ b�tð0Þq


 �
¼ �g�a;�t

�
ai;b�tð0Þq

�
�g�tðb�tð0Þq Þ

; 8ai 2 	p

2
;
p

2

h i
: (63)

The initial estimate, b�að0Þ
q , for the qth AoA is the discrete

point, ai, that corresponds to the maximum of (63). Then,
the process of generating the realizations in the intervals
D

�̂t
ð0Þ
q

and D
�̂a
ð0Þ
q

amounts to performing the following steps

for every q ¼ 1; 2; . . . �Q:

� STEP 1: Evaluate the joint pdf, �g�a;�tða; tÞ, locally at new
discrete points ða0

i; t
0
jÞ 2 D

�̂a
ð0Þ
q

�D
�̂t
ð0Þ
q

as in (61); yet

with smaller grid steps Dsmall
�t < Dbroad

�t and Dsmall
�a <

Dbroad
�a .

� STEP 2: Compute the qth local marginal delay pdf at
every point t0j 2 D

�̂t
ð0Þ
q

as in (62), i.e.,

�g�t;qðt0jÞ ¼
X
i

�gða0
i; t

0
jÞDsmall

�a 8 t0j 2 D
�̂t
ð0Þ
q
: (64)

� STEP 3: Compute the qth local delay CDF as follows:

�G�t;qðt0jÞ ¼
X
l�j

�g�t;qðt0lÞDsmall
�t 8 t0j 2 D

�̂t
ð0Þ
q
: (65)

� STEP 4: Generate R realizations fuðrÞ
q gRr¼1 � U ½0; 1� and

invert �G�t;qð:Þ via linear interpolation in order to
obtain the local delay realizations tðrÞq ¼ �G	1

�t;q ðuðrÞ
q Þ for

r ¼ 1; 2 . . .R.
� STEP 5: For r ¼ 1; 2; . . . ; R, obtain immediately the

local pdf of the qth AoA conditioned on tðrÞq from
the local joint pdf (already evaluated in “STEP 1”) as
follows:

�g�aj�t a0
ijt ¼ tðrÞq


 �
¼ �g�a;�t

�
a0
i; t

ðrÞ
q

�
�g�t;q
�
t
ðrÞ
q

� ; 8 a0
i 2 D

�̂a
ð0Þ
q
:

� STEP 6: Evaluate the qth local angle CDF, �G�a;qða0
iÞ, sim-

ilarly to �G�t;qðt0jÞ in (65) and generate the rth angle

realization, aðrÞ
q ¼ �G	1

�a;qðuðrÞ
q Þ, using linear interpola-

tion as well.

8.2 Estimations of the TDs and AoAs
Using the same arguments of [15], [25], after generating all
the required realizations, more accurate IS-based parameter
estimates are obtained by applying the circular instead of
the linear sample mean estimate. In fact, the latter simply
averages out all the realizations and outlier seeds will result
in an inevitable estimation bias. As will be shown later in
this paper, however, the circular mean succeeds in selecting
the best angle and delay realizations in terms of Euclidean
distance to the true multipath-resolution parameters. The
circular mean [39, ch. 2,3] of any transformation fðFÞ of a
given random variable F 2 ½	p;p� with distribution pFðfÞ
is obtained as follows:

b�f ¼ ff 1

R

XR
r¼1

f
�
fðrÞ�ejfðrÞ ; (66)

where fðrÞ � pFð:Þ are R realizations of F. Note here that the
original realizations tðrÞq and aðrÞ

q are, respectively, in ½0; tmax�
and ½	p=2;p=2� for ULAs (½0; 2p� for UCAs). Therefore, one

needs to transform both of them into the interval ½	p;p� in
order to successfully apply the circular mean. To that end,
we use the transformations f1ðtðrÞq Þ ¼ 2pðtðrÞq =tmax 	 1=2Þ 2
½	p;p� and f2ðaðrÞ

q Þ ¼ 2aðrÞ
q 2 ½	p;p� for ULAs.4 The circular

mean is first applied using f1ðtðrÞq Þ and f2ðaðrÞ
q Þ and the true

TDs and AoAs are then estimated using the inverse

4. Note here that we will keep presenting the AoA estimates for
ULA configurations and the results for UCAs are quite similar. The
only difference is that the corresponding transformation is
f2ðaðrÞ

q Þ ¼ aðrÞ
q 	 p and its inverse in (68) is f	1

2 ðxÞ ¼ xþ p.
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transformations f	1
1 ðxÞ ¼ tmax

1
2 þ 1

2px
� �

and f	1
2 ðxÞ ¼ 1

2x

as follows:

b�tq ¼ tmax
1

2p
ff
XR
r¼1

h
�
aaðrÞ; ttðrÞ

�
ej2p
�

t
ðrÞ
q

tmax
	1
2

�" #
þ 1

2

 !
; (67)

b�aq ¼ 1

2
ff
XR
r¼1

h
�
aaðrÞ; ttðrÞ

�
ej 2a

ðrÞ
q 	p

� �" #
: (68)

Now by using (17) and (40) in (24), the weighting coefficient
h
�
aaðrÞ; ttðrÞ

�
can be explicitly expressed as follows:

h
�
aaðrÞ; ttðrÞ

� ¼ m exp
n
r0Lc

�
aaðrÞ; ttðrÞ

�o
exp r1

P �Q
q¼1 I

�
aðrÞ
q ; tðrÞq

�n o ; (69)

where

m ¼

Z
� � �
Z

exp r1
P �Q

q¼1 Iðaq; tqÞ
n o

daadttZ
� � �
Z

exp r0Lcðaa; ttÞf gdaadtt
: (70)

Actually, by defining the quantity

Cðaa; ttÞ , r0Lc

�
aa; tt
� 	 r1

X�Q
q¼1

I
�
aq; tq

�
; (71)

and using the same arguments in [15], one can use the fol-
lowing normalizedweighting coefficient

h
�
aaðrÞ; ttðrÞ

� ¼ exp C
�
aaðrÞ; ttðrÞ

�	 max
1�r�R

C
�
aaðrÞ; ttðrÞ

�� 

; (72)

instead of h
�
ttðrÞ;aaðrÞ� in order to greatly reduce the compu-

tational load with no changes in the final results. Actually
we further show in this paper the following interesting
result:

Lemma 2. The circular-mean estimates, b�tt ¼ ½b�t1;b�t2; . . . ;b�t �Q� andb�aa ¼ ½b�a1; b�a2; . . . ; b�a �Q�, obtained in (67) and (68) by using the
normalized factor in (72) correspond to the vector realizations
that jointly minimize the Euclidean distance to the true delay
and angle parameters, i.e.,�b�tt; b�aa� ¼ argmin

ttðrÞ; aaðrÞ


����ttðrÞ 	 �tt
����2 þ ����aaðrÞ 	 �aa

����2�: (73)

Proof. SeeAppendixA,which can be found on the Computer
Society Digital Library at http://doi.ieeecomputersociety.
org/10.1109/TMC.2018.2854883. tu
In the sequel, we shall suggest other tricks that result in

tremendous additional computational savings and make
the proposed estimator always reach the CRLB. In fact, it is

found that the initial estimates b�tð0Þq and b�að0Þ
q are shifted,

respectively, by at most �t and �a from the true delays and

angles5 (i.e., jb�tð0Þq 	 �tqj � �t and jb�að0Þ
q 	 �aqj � �a). In principle,

the IS-based estimates in (67) and (68) are able to return the
exact (non-shifted) MLEs by using an extremely large num-
ber of realizations. Indeed, using exhaustive simulations, it

was found that the exact MLEs are obtained with
R0 ¼ 20000 realizations that are generated locally using
d�t ¼ 2�t and d�a ¼ 2�a. These typical values for d�t and d�a are
chosen so that the corresponding local intervals D

�̂t
ð0Þ
q

¼� b�tð0Þq 	 d�t; b�tð0Þq þ d�t
�
andD

�̂a
ð0Þ
q

¼ � b�að0Þ
q 	 d�a; b�að0Þ

q þ d�a
�
include

the true values of the unknown parameters since they verify

jb�tð0Þq 	 �tqj � d�t=2 and jb�að0Þ
q 	 �aqj � d�a=2. This ensures that a

portion of the R0 ¼ 20000 realizations are indeed generated
on both sides of each true TD and AoA as required by the IS
concept. However, using such a very large number of real-
izations results in a very high computational load. In order
to greatly reduce complexity, the algorithm is run in a two-
stage6 multi-resolution implementation where, in each
stage, a far smaller number of realizations is generated over
a far narrower lock span around the target parameters.

� STAGE I: Generate R1 � R0 realizations,
�
tðrÞq

�R1

r¼1
and�

aðrÞ
q

�R1

r¼1
, in the aforementioned local intervals D

�̂t
ð0Þ
q

and D
�̂a
ð0Þ
q

and obtain the estimates b�tq and b�aq as in

(67) and (68).
� STAGE II: Regenerate R2 � R0 new realizations�

t0q
ðrÞ�R2

r¼1
and

�
a0
q
ðrÞ�R2

r¼1
over narrower intervals that

are centered around the estimates b�tq and b�aq obtained

in “STAGE I”, i.e., D0
�̂tq
¼ ½b�tq 	 d0�t;b�tq þ d0�t� and D0

�̂aq
¼

½b�aq 	 d0�a; b�aq þ d0�a� with d0�t ¼ d�t=10 and d0�a ¼ d�a=10.
Then, compute the AoA MLEs using the new angle

realizations,
�
aa0ðrÞ ¼ ½a0

1
ðrÞ;a0

2
ðrÞ; . . . ;a0

�Q
ðrÞ��R2

r¼1
, and

the delay estimates, b�tt ¼ ½b�t1;b�t2; . . . ;b�t �Q�T , obtained in
“STAGE I” as follows:

b�aq; MLE ¼ 1

2
ff
XR2

r¼1

h
�
aa0ðrÞ;b�tt�ej 2a0q

ðrÞ	p
� �" #

: (74)

All the AoA MLEs obtained in (74), i.e., b�aaMLE ¼
½b�a1;MLE; b�a2;MLE; . . . ; b�a �Q;MLE�T , are then used in con-
junction with the new delay realizations,

�
tt0ðrÞ ¼

½t01ðrÞ; t02ðrÞ; . . . ; t0�Q
ðrÞ��R2

r¼1
, to find the TD MLEs as

follows:

b�tq; MLE ¼ tmax
1

2p
ff
XR2

r¼1

h
�
tt0ðrÞ; b�aaMLE

�
ej2p
�
t
0ðrÞ
q

tmax
	1
2

�" #
þ 1

2

 !
:

(75)

Finally, we emphasize the fact that the generated angle
and delay realizations are not constrained to be on the grid
points due to the use of the linear interpolation in “STEP 4”
and “STEP 6”. Therefore, unlike all the existing JADE estima-
tors, the new IS-based ML technique does not suffer from
the off-grid problems as the MLEs obtained in (74) and (75)
are not also constrained to be on the considered sampling
grid (cf. Section 1 for more details).

9 ESTIMATING THE NUMBER OF PATHS

All the existing JADE techniques as well as the new IS-
based one require the a priori knowledge of the number of
paths �Q. In practice, however, this parameter is also

5. Note here that �t and �a depend on the bandwith of the known
transmitted signal and their expressions will be given later in Section 10
for both single- and multi-carrier systems. 6. AnN-stage multi-resolution extension would be straightforward.
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unknown and needs to be estimated even before proceeding
to AoAs and TDs acquisition. In this contribution, we also
propose a new heuristic approach that allows the exact esti-
mation of �Q over a wide range of practical SNRs. As will be
seen shortly, the new approach is intrinsic to the new IS-
based estimator and entails almost no additional complex-
ity. In fact, it relies on the sparsity feature inherent to the
marginal delay pdf, �g�tðtiÞ, depicted in Fig. 3b. Indeed, by
properly selecting the sparsity-promoting design parameter
r1, it is possible to reduce the sizes of the secondary lobes
that are due to the noise contribution. In this way, one
obtains a pseudo-pdf whose energy is almost totally concen-
trated under the main lobes that are located around the true
delays. Precisely, just after evaluating �g�tðtiÞ in (62) over
½0; tmax�, the following two simple steps are performed:

(1) STEP 1: Get the points, ft
qgQtot:
q , corresponding to

all the peaks in
�
�g�tðtiÞ 8ti 2 ½0; tmax�

�
with Qtot:

being the total number of peaks. Note here that Qtot:

is always greater than �Q due to the presence

of secondary lobes.
(2) STEP 2: Sort the squared magnitudes, fj�g�tðt
qÞj2gQtot:

q ,
corresponding to ft
qgQtot:

q and obtain an estimate, b�Q
(for the actual number of paths) as the first number
of peaks, Q, whose combined energy fractions is
above a certain threshold, i.e.,

rðQÞ ¼
PQ

q j�g�tðt
qÞj2PQtot:
q j�g�tðt
qÞj2

� k; (76)

rðQ	 1Þ ¼
PQ	1

q j�g�tðt
qÞj2PQtot:
q j�g�tðt
qÞj2

< k; (77)

where k is some threshold level to be designed off-
line as explained subsequently.

First, it is worth mentioning here that the procedure
described above could not be deduced from any of the exist-
ing JADE estimators since none of them has a sparsity-pro-
moting design parameter like our new IS-based estimator. In
practice, they are hence compelled to use one of the tradi-
tional more complex signal detection schemes like [36] in
order to estimate �Q.

As mentioned above, the threshold level, k, can be easily
optimized offline in order to obtain the lowest possible �Q-esti-
mation error for all the practical values of �Q. To do so, for each
�Q, the mean value of the ratio in (76), denoted here as
�rðQÞ , E

�
rðQÞ�, is evaluated by Monte-Carlo simulations

for all 1 � Q � Qtot:. Then, the appropriate value for k is
selected based on these mean values as suggested by Fig. 4
(note here that Fig. 4b depicts a zoom of Fig. 4a around the
specified region along the y-axis). These results are obtained
from10000Monte-Carlo runs for every �Q at an SNR ¼ 	10dB.

As suggested by Fig. 4b, at such extremely low SNR
level, an appropriate choice for the threshold level would
be k ¼ 0:96. In fact, with such threshold, it is seen for �Q ¼ 2
that the first value Q at which rðQÞ exceeds k ¼ 0:96 (on
average) is Q ¼ 2, i.e., “exact estimation”. The same obser-
vation holds for �Q ¼ 3; 4; 5 and 6 as seen from Fig. 4b. For
�Q ¼ 7, however, the first value Q that verifies (76) on aver-
age is Q ¼ 6, i.e., “under-estimation” and the same observa-
tion holds as well for �Q ¼ 8 and �Q ¼ 9. It will be seen later
that the proposed path detection technique outperforms the
two well-known existing solutions, namely MDL and AIC

[41], especially when the number of paths to be detected is
larger then the number of receiving antennas.

10 SIMULATION RESULTS

10.1 Impact of Parameters r0 and r1
We first provide some hints about the appropriate choice of
the parameters r0 and r1. We mention beforehand that
(unlike r0) r1 is actually a design parameter that should be
carefully chosen.

� Choice of r0: As suggested by Pincus’ theorem, the
value of this parameter should be infinite so as to
reflect the infinite limit involved in Pincus’ theorem
[23]. In practice, however, one needs to work with a
finite yet sufficiently high value which is optimized
offline depending on the observed behaviour of the
estimator. In fact, it is found that for low values for
r0, the estimator exhibits very poor estimation per-
formance as seen in Fig. 5 below for both single- and
multi-carrier systems. By increasing r0, the estima-
tion accuracy improves remarkably. And starting
from a lower threshold, �r0, the performance holds
the same; any value for r0 > �r0 can be used. As seen
from Figs. 5a and 5b, the lower threshold on r0 is
found to be �r0 ¼ 300; above which the estimator per-
forms well (i.e., close to the CRLB) both in terms of
TDs and AoAs estimation.

� Choice of r1: The main role of this design parameter
is to control the spans of the main lobes in �g�tðtÞ and
�g�aj�tðajtÞ that appear, respectively, around the true

(unknown) AoAs and TDs, f�aqg �Q
q¼1 and f�tqg �Q

q¼1. Tak-

ing a large value for r1 renders the main lobes in
�g�tðtÞ, for instance, extremely narrow making it more
likely that the true delays lie outside their very short
spans. Since the realizations pertaining to each qth
delay, �tq, are generated under the associated main
lobe, they will be all shifted from �tq resulting in an
inevitable estimation bias. Therefore, contrarily to ro,
there is an upper threshold, �r1, that should not be
exceeded by r1 as shown in Fig. 6 below. There, we
see that the upper threshold on r1 is �r1 ¼ 40 as the
performance of the estimator deteriorates greatly for
r1 > 40; especially in terms of delay estimation.

In Fig. 7, we gauge our proposed approach for estimating
the number of paths, �Q, against the two widely used signal

Fig. 4. The mean value of rðQÞ for different values of �Q, SNR ¼ 	10 dB,
ULA with P ¼ 5 receiving antennas.
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detection schemes, namely MDL and AIC [41]. There, it is
seen that the proposed approach outperforms both bench-
marks in terms of the probability of detection error. This is
mainly due to the use of the sparsity-promoting design
parameter, r1, whose appropriate selection allows to reduce
the contributions of the spurious lobes stemming from the
background noise. We emphasize, however, the fact that
both MDL and AIC are applicable only when the actual
number of paths, �Q, is smaller than the number of receiving
antenna elements P since their cost functions can be evalu-
ated for 1 � Q � P only.

In the remaining simulations, we assess the performance
of the proposed IS-based ML estimator in terms of the root
mean square error (RMSE) which is defined for each qth TD
and AoA as follows:

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPMc

m¼1
b�t½m�
q; MLE

	 �tq


 �2

Mc

s
;

RMSE
�
deg:

� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPMc

m¼1
b�a½m�
q; MLE

	 �aq


 �2

Mc

s
;

where Mc ¼ 5000 is the total number of Monte-Carlo runs,
in all simulations, and b�t½m�

q; MLE and b�a½m�
q; MLE are, respectively,

the estimates of �tq and �aq during themth Monte-Carlo run.

10.2 AoA and TD Estimation Accuracies:
Multi-Carrier Case

We consider the IEEE 802.11ac standard’s setup parameters
with a bandwidth B ¼ 80 MHz and P ¼ 6 antenna elements.
In this case, the subcarrier spacing is DF ¼ 312:5 KHz
thereby leading to M þ 1 ¼ 245 useful subcarriers within

the considered bandwidth. According to the IEEE 802.11ac
standard, there are 8 subcarriers allocated for other pur-
poses that cannot be exploited for JADE. That is why we are
left with only 245 useful subcarriers out of the 256 available
in the considered setup.

10.2.1 MATLAB-Based Simulations

We will compare our estimator the unitary matrix pencil
JADE algorithm introduced recently in [12], [13] and which
remains so far the only technique that is geared specifically
towards multicarrier systems. The two estimators will also
be gauged against the CRLB developed in [13] and used
here as an overall benchmark that reflects, for every consid-
ered setup, the best achievable performance ever. The
design parameter, r1, required by our algorithm was r1 ¼ 4,
and r0 which must be sufficiently high was set to r0 ¼ 8000.
Moreover, we fix d�t ¼ 0:2=B and d�t ¼ 0:2



. It was also

found that R1 ¼ R2 ¼ 1000 generated realizations (during
“STAGE I” and “STAGE II”) provide sufficiently accurate IS-
based MLEs for both the TDs and AoAs as will be seen
from the subsequent simulations.

We begin by simulating the two estimators in a relatively
comfortable situation where the paths are widely separated
both in time and space. The results are shown in Fig. 8 for
two equi-powered paths that are located at directions
�a1 ¼ 20
 and �a2 ¼ 45
 with respective delays �t1 ¼ 2=B and
�t2 ¼ 5=B. There it is seen that the proposed IS-based ML
estimator (referred to here as “New IS-ML”) outperforms
UMP in terms of TDs estimation, although the two estima-
tors exhibit almost the same performance in terms of angle
estimation over the entire SNR range. Most remarkably, the
proposed IS-based ML estimator reaches the CRLB both in
terms of delay and angle estimations thereby confirming its
statistically efficiency.

We also assess the performance of both estimators in a
more challenging scenario where the paths have closely-
spaced angles or delays. To do so, we consider in Fig. 9
three paths in a situation where the two paths that have
small angular separation are well separated in the delay
line and vice versa. More specifically, the paths are located

Fig. 5. Impact of the parameter, r0, on the performance of the proposed
IS-based estimator at SNR ¼ 	10 dB: (a) and (b) multi-carrier,M ¼ 244,
(c) and (d) single-carrier,M ¼ 128.

Fig. 6. Impact of the parameter, r1, on the performance of the proposed
IS-based estimator at SNR ¼ 	10 dB: (a) and (b) multi-carrier,M ¼ 244,
(c) and (d) single-carrier,M ¼ 128.

Fig. 7. Error probability on detecting the number of paths for a multicarrier-
carrier system employing M þ 1 ¼ 245 subcarriers at SNR ¼ 0 dB with
P ¼ 5 and r1 ¼ 4.
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at directions �a1 ¼ 10
, �a2 ¼ 44:5
 and �a3 ¼ 45
 with respec-
tive delays �t1 ¼ 2=B, �t2 ¼ 3=B and �t3 ¼ 8=B. Here again, its
seen that the proposed IS-based ML estimator exhibits a
huge performance advantage in terms of delays estimation
as compared to UMP.

10.2.2 Localization with Real-World Measurments

Here, we evaluate the localization performance of the pro-
posed algorithm using real-world measurements in the
form of measured channel frequency responses (CFRs) that
were obtained in [13] using the IEEE 802.11ac standard’s
setup parameters. In the tested scenario, a multilateral locali-
zation system is considered wherein a mobile unit (MU)
broadcasts a reference/known signal to a number of access
points (APs). Each AP forwards the recorded observations to
a central unit (CU). The latter extracts the required CFRmeas-
urements (corresponding to each AP) and then feeds them to
the new IS-basedML JADE technique which is itself executed
locally at the CU. The obtained IS-based AoA and TDOA esti-
mates fromall APs are then blended together to find the phys-
ical location of the MU. If the need be, the computed
coordinates can be fed back to the MU from the central unit.
According to the measurement setup depicted in [13, Fig. 5],
the APs (denoted as AP1, AP2, AP3, and AP4) and the MU
were positioned at (146.2, 	172.6) cm, (841.6, 	213.2) cm,
(907.7, 338.2) cm, (19.1, 333.4) cm, and (462.1, 161.4) cm,
respectively. It is worth mentioning here that two of the APs
have no line of sight (LOS) component to the MU. Moreover,
as explained in [13], 310 different channel measurements
were collected over a bandwidth of B ¼ 80 MHz using the
Agilent ENA E5071C network analyzer and a uniform linear
array of six antennas at each AP, all configured according to
the IEEE 802.11ac standard’s setup parameters.

To localize the MU, we consider the hybrid Time Differ-
ence of Arrival (TDOA) and AoA localization technique
proposed in [13, Section IIV] with the TDOA being time dif-
ference of arrival between each AP and a reference AP (here
chosen to be AP1). Indeed, it was shown that the hybrid
TDOA and AoA localization procedure outperforms the
procedures that are based on either AoA or TDOA only.
This hybrid localization approach, however, requires the
knowledge of the covariance matrix Q of all the estimated
angles and delays in order to reduce the effect of outlier
AoA or TDOA estimates. In [13], Q was obtained from the

different estimates corresponding to the different 310 chan-
nel measurements. In the sequel, we shall refer to this proce-
dure as the covariance-based localization technique. It
should be emphasized, however, that this is a somewhat
non practical solution since the MU needs to be localized
using a single set of channel measurements. In this situa-
tion, one can use the same hybrid localization procedure by
simply setting Q ¼ I which is referred to hereafter as the
covariance-free procedure in the sequel. If the underlying
JADE algorithm is already outlier free, then the more practi-
cal covariance-free method will also be accurate.

Fig. 10 depicts the location estimates obtained from the
TDOA and AoA estimates returned by both UMP and the
proposed IS-based ML estimator. By inspecting Figs. 10a
and 10c, it is seen that both UMP and the new IS-ML algo-
rithms yield accurate location estimates when used in con-
junction with the covariance-based localization procedure.
Indeed, all the corresponding location estimates are scat-
tered in the close vicinity of the true MU position. A distinct
advantage for the proposed IS-ML algorithm over UMP is,
however, observed when the more practical covariance-free
localization procedure is used (i.e., using a single channel
measurement). In fact, as seen from Figs. 10b and 10d, while
all IS-based estimated locations remain very close to the
true MU position, UMP exhibits many outlier locations
which are roughly 80 and 30 cm away from the MU along
the x- and y-axes, respectively. This is mainly due to some
inaccurate TDOA and AoA estimates for UMP.

For better illustration, we plot in Fig. 11 the empirical com-
plementary distribution function (CDF) of the position error

ez ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx̂	 xÞ2 þ ðŷ	 yÞ2

q
; (78)

where ðx; yÞ and ðx̂; ŷÞ are the true coordinates of the MU
and their estimates, respectively.

As seen from Fig. 11a, both UMP and IS ML techniques
yield remarkably small localization errors which are smaller
than 10 cm at all times, when used with the covariance-
based localization procedure. Fig. 11b depicts the CDF
when the more practical covariance-free localization proce-
dure is applied using the TDOA and AoA estimates pro-
vided by each algorithm. There, its is seen that IS-ML still
provides a localization error smaller than 10 cm in 90 percent
of the cases (and never exceed 15 cm)while UMP localization
errors are higher than 70 cm in 10 percent of the cases.

Fig. 8. RMSE for the TDs and AoAs with M þ 1 ¼ 245 subcarriers, for
large angular and delay separations.

Fig. 9. RMSE for the TDs and AoAs with M ¼ 245 subcarriers, for paths
with closely-spaced angles and large delay separations and vice versa.
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10.3 AoA and TD Estimation Accuracies:
Single-Carrier Case

In what follows, we will compare our new IS-based ML
estimator to the most known JADE techniques that were
developed for single-carrier systems. Specifically, we con-
sider the two most powerful subspace-based methods,
namely, TST-MUSIC [18] and SI-JADE [20] along with the
only two existing ML-type methods which are IML [21]
and SAGE [22]. All the estimators are also gauged against
the CRLB [20] as an overall benchmark that reflects, for
every considered setup, the best achievable performance
ever. In all subsequent simulations, we consider a ULA
consisting of P ¼ 5 receiving antenna elements with half-
wavelength spacing, and M ¼ 128 received samples.
Moreover, as a fast visual reminder, subspace-based and
ML techniques are plotted with dashed and solid lines,
respectively.

As done for the multicarrier case, we begin by simulating
all the estimators in a relatively comfortable situation where
the paths are widely separated both in time and space. The
results are shown in Fig. 12 for a linear chirp signal that is
sampled at its Nyquist rate and we consider—as representa-
tive example—two equi-powered paths that are located at

directions �a1 ¼ 	15
 and �a2 ¼ 0
 with respective delays
�t1 ¼ 2:5 T and �t2 ¼ 5 T wherein T ¼ Ts.

For such large angle/delay separations, ML-type SAGE
offers an AoA estimation performance as superior as ours, at
the cost, however, of about 13 times higher complexity as will
be shown at the end of this section. The otherML-type solution
(i.e., IML), on the other hand, is severely affected in perfor-
mance at lower SNR values due to noise amplification since it
requires the division of the frequency-domain received signal
by sðvmÞ. To circumvent this problem, it was suggested in [21]
that only the frequency bins

�
vm

�
m
for which

�jsðvmÞj2
�
m
are

significantly greater than the noise power s2 be used.

Typically, the authors impose a threshold of 30 dB, i.e., only
the frequency-domain observations,

�
xðvmÞ

�
m
, for which

10 log 10

�jsðvmÞj2=s2
� � 30 dB are exploited during the esti-

mation process. Obviously, as the SNR decreases (i.e., s2

increases), the number of useful observations decreases affect-
ing thereby the overall performance of IML.

In the following, the known transmitted signal is a block
of K ¼ 64 BPSK symbols—each of period T—that are pulse-
shaped with a raised-cosine filter of excess bandwidth
Df ¼ 0:3. In this case, Ts ¼ T=2 is the largest sampling period

Fig. 10. Constellation of the location estimates in the XY plane for:
(a) UMP with weighting matrix, (b) UMP without weighting matrix, (c) IS
ML with weighting matrix, and (d) IS ML without weighting matrix.

Fig. 11. CDF of the position error ez for both IS-ML and UMP: (a) Covari-
ance-based localization procedure and (b) covariance-free localization
procedure.

Fig. 12. RMSE for the TDs and AoAs with M ¼ 128 samples for large
angular and delay separations.

Fig. 13. RMSE for the TDs and AoAs with M ¼ 128 samples for paths
with closely-spaced angles and large delay separations and vice versa.
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that verifies the Nyquist rate for all the excess bandwidth
values (or roll-off factors). We then assess the performance of
all the estimators in a more challenging scenario where the
paths have closely-spaced angles or delays. To do so, we con-
sider in Fig. 13 three paths in a situation where the two paths
that have small angular separation are well separated in the
delay line and vice versa. More specifically, the paths are
located at directions �a1 ¼ 	3
, �a2 ¼ 0
 and �a3 ¼ 0:5
 with
respective delays �t1 ¼ 2:25 T , �t2 ¼ 2:5 T and �t3 ¼ 5 T .

It is seen that the behavior of TST-MUSIC remains almost
unchanged compared to the comfortable situation of Fig. 12.
This is hardly surprising since TST-MUSIC was designed
specifically for such type of situations [18]. In fact, it applies
the traditional MUSIC algorithm several times by alternat-
ing between temporal and spatial spectral estimations in
order to use the angular (resp. delay) separation to resolve
multipath components that are closely spaced in the delay
(resp. angular) domain. The performance of SI-JADE, how-
ever, deteriorate at low SNR levels. The improvements of
IML in terms of AoA estimation as compared to Fig. 12 (at
low SNR values) is due to the improved spectral content,
sðvÞ, of the RRC waveform as compared to the chirp signal
of Fig. 12. In contrast, our new IS-based estimator is oblivi-
ous to the shape of the transmitted waveform and continues
to achieve the CRLB over the entire SNR range.

10.4 Complexity Assessment
In Table 1, we computed the total number of operations (i.e.,
þ;�, �) required by each technique. Please refer to Table 2
for the definition of the various parameters. For SAGE and
IML, which are iterative in nature, we computed the aver-

age number of iterations, �NSAGE
iter and �N IML

iter , they took until

convergence by means of Monte-Carlo simulations at a

fixed SNR = 0 dB. Then, �NSAGE
iter and �N IML

iter are used as multi-
plicative factors to their complexities measured over a
single iteration. For the sake of clarity, we introduced
P1 ¼ m1ðP 	m2 þ 1Þ, Nrow ¼ m1ðP 	m2 þ 1Þ, and Ncol ¼

2m2ðM 	m1 þ 2Þ. The results in Table 1 were obtained by
fixing the number of generated realizations required by the
proposed IS-ML JADE to R ¼ 1000 as was the case in all
experiments discussed in the simulations section. The num-
ber of samples and antenna elements were set to M ¼ 128
and P ¼ 5, respectively.

We see from Table 1 that the new IS-based ML JADE esti-
mator exhibits remarkable computational savings compared
to TST-MUSIC and the two existing ML estimators. For
instance, with the simulation setup considered in Fig. 12
(i.e., P ¼ 5, M ¼ 128, and �Q ¼ 2), IML, SAGE, and TST-
MUSIC are, respectively, 3, 12, and 22 times more complex
than IS-ML.

11 CONCLUSION

In this paper, we proposed a new non-iterative and statisti-
cally efficient ML solution for the joint estimation of the
time delays and angles-of-arrival of overlapping reflections
of a signal with a known waveform. Based on the impor-
tance sampling concept, this new ML JADE technique
applies to both single- and multi-carrier models and enjoys
guaranteed global optimality with super-resolution capabil-
ities. Typically, it is able to resolve multipath components
with simultaneous angle and delay separations as low as
D�a ¼ 0:5
 and D�t ¼ 0:25 T while achieving the CRLB even
at SNR levels as low as 	10 dB. By exploiting the sparsity
feature of a pseudo-pdf that is intrinsic to the new algo-
rithm, we also proposed a new approach that can accurately
estimate the unknown number of paths. Computer simula-
tion results show the clear superiority of the new IS-based
ML estimator over state-of-the-art JADE techniques both in
accuracy and complexity. Simulations with real channel
measurements in an indoor an environment also show the
high accuracy of the IS-based ML JADE technique in real-
world localization applications.
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