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Abstract—To localize the wireless sensor networks nodes, only
the hop-based information (i.e., hops’ number, average hop size,
and so on) has been, so far, exploited by range-free techniques,
with poor-accuracy, however. In this paper, we show that localiza-
tion accuracy may greatly benefit from joint exploitation, at no
cost, of the information already provided by the forwarding nodes
(i.e., relays) between each anchor (i.e., position aware) and sensor
nodes pair. As such, we develop a novel range-free localization
algorithm, derive its average location estimation error (LEE) in
closed-form, and compare it in LEE performance with the best
representative algorithms in the literature. We show that the
proposed algorithm outperforms them in accuracy. In contrast
to the latter, we further prove that it is able to achieve an LEE
average and variance of about 0 when the number of sensors
is large enough, thereby achieving an unprecedented accuracy
performance among range-free techniques.

Index Terms— Wireless sensor networks (WSN)s, multi-hop,
localization, low-cost, location estimation error (LEE).

I. INTRODUCTION

ECENT advances in wireless communications and low-

power circuits technologies have led to proliferation of
wireless sensor networks (WSNs). A WSN is a set of small and
low-cost sensor nodes often equipped with small batteries. The
latter are often deployed in a random fashion to sense or collect
from the surrounding environments some physical phenomena
such as temperature, light, pressure, etc. [1]-[4]. Since power
is a scarce resource in such networks, sensors usually recur
to multi-hop transmission in order to send their gathered data
to an access point (AP). However, the received data at the
latter are often fully or partially meaningless if the location
from where they have been measured is unknown [5], making
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the sensors’ localization an essential task in multi-hop WSNs.
Designed to comply with such networks, many localization
algorithms exist in the literature [6]—[30]. To properly localize
each sensor, most of these algorithms require the distance
between the latter and at least three position-aware nodes
called hereafter anchors.! Since it is very likely in multi-hop
WSNs that some sensors be unable to directly communicate
with all anchors, the distance between each anchor-sensor pair
is usually estimated using their shortest path. This distance is
in fact approximated by the sum of the distances between any
consecutive intermediate nodes located on the shortest path
between the two nodes. The localization algorithms based on
such an approximation are commonly known in the litera-
ture as connectivity-based or range-free algorithms [6]-[30].
Depending on the process used to estimate the distances
between the intermediate nodes, range-free algorithms may
fall into three categories: measurement-based, heuristic, and
analytical [6]-[30].

Measurement-based algorithms exploit the measurements of
the received signals’ characteristics such as the received signal
strength (RSS) [6] or the time of arrival (ToA) [7], etc. Using
the RSS measurement, the distance between any sensors’
pair could be obtained by converting the power loss due
to propagation from a sensor to another based on some
propagation laws. Unfortunately, due to the likely presence
of noise and interference, the distance’s estimate would be
far from being accurate, thereby leading to unreliable sen-
sor localization accuracy. Using the ToA measurement, both
sensor and anchor nodes require high-resolution clocks and
extremely accurate synchronization between them.? While the
first requirement may dramatically increase the cost and the
size of every node, the second results in severe depletion
of their power due to the additional overhead required by
such a process. Furthermore, in the presence of noise and/or
multipath, the ToA measurement is severely affected thereby
hindering sensors’ localization accuracy.

As far as heuristic algorithms [8]-[12] are concerned, most
of them are based on variations of the DV-HOP technique [8],

I practice, an anchor node refers to a sensor, base station, or a nearby
access point (AP) with known position. This information is usually acquired
using global positioning system (GPS) technology, configured or manually
entered into the node memory prior to deployment.

Zplease note that advanced ToA-based algorithms known as round-trip
(i.e., two-way) ToA algorithms do not require any synchronization between
nodes [31],[32]. However, this advantage comes at the cost of additional
overhead which becomes prohibitive especially in multi-hop WSNs, making
the round-trip ToA algorithms unsuitable for such networks.

0090-6778 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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whose implementation in multi-hop WSNs requires the
computation of the average hop size (i.e., average distance
between any two consecutive intermediate nodes) /1,y to esti-
mate the distance between a sensor and an anchor as njh,y
where ny, is the number of hops between the two nodes. Such
algorithms have, however, a major drawback. Indeed, h,y is
computed in a non-localized manner and broadcasted in the
network by each anchor. This incurs undesired prohibitive
overhead and power consumption, thereby increasing the over-
all cost of the localization process.

More popular alternatives suitable for multi-hop WSNs are
the analytical algorithms [13]-[30] which evaluate theoreti-
cally h,, using the statistical characteristics of the network
deployment. The obtained 4,y is actually locally computable at
each regular node, thereby avoiding the unnecessary overhead
and power consumption incurred by heuristic techniques if,
likewise, it had to be broadcasted in the network. In spite
of their valuable contributions, the localization algorithms
developed so far in [13]-[30] do not provide unfortunately
sufficient accuracy, due to large errors occurred when mapping
ny into distance units. This is primarily caused by the lack
of information provided by both hy, and nj. Actually, the
distance between an anchor-sensor pair depends not only on
the latter hop-based information, but also on the number m of
forwarding® nodes (i.e., which forward any data between the
two nodes). Indeed, when nj; and the total nodes’ number
are fixed, the distance increases (decreases) if m increases
(decreases). Consequently, if this easily-obtained information
is taken into account when designing a localization algorithm,
its accuracy would definitely be improved.

Hence we propose in this paper, a novel analytical local-
ization algorithm that properly exploits m alongside the
hop-based information, derive its average location estimation
error (LEE) in closed-form, and compare it in LEE perfor-
mance with the best representative algorithms in the literature.
We show that the proposed algorithm outperforms them in
accuracy. In contrast to the latter, we further prove that it
is able to achieve a LEE average and variance of about 0
when the number of sensors is large enough, thereby achieving
an unprecedented accuracy performance among range-free
techniques.

The rest of this paper is organized as follows: Section II
describes the system model and discusses the motivation for
this work. Section III proposes a new approach aiming to
estimate the distance between any anchor-sensor pair. A novel
localization algorithm for multi-hop WSNs is introduced in
section IV. Its accuracy is analyzed in Section V. Simulation
results are discussed in Section VI and concluding remarks
are made in Section VIIL.

II. NETWORK MODEL AND MOTIVATION
Fig. 1 displays the system model of M anchor and N sensor
nodes deployed in a 2-D square area S. The anchors! are
aware of their positions while the sensors are oblivious to

3Note that a forwarding node between an anchor-sensor pair is a node able
to forward any data between the two nodes without being necessary on the
shortest path. An intermediate node on this path is then a forwarding node
but the reciprocal does not hold true.
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Fig. 1. Network model.
this information. These sensors are assumed to be uniformly
distributed in S. All anchor and sensor nodes are assumed
to have the same range (i.e., transmission capability) denoted
by R. Each node is then able to directly communicate with any
other node located in the disc having that node as a center and
R as a radius, while it communicates in a multi-hop fashion
with the nodes located outside it. As shown in Fig. 1, the
anchors are marked with red triangles and the sensors are
marked with blue discs. If two nodes are able to communicate
directly, they are linked with a dashed line that represents one
hop. Let (x;,y;), i = 1,..., N be the coordinates of the
sensors and (ak, by), k=1,..., M be those of the anchors.
In what follows, we propose an efficient anchor-based
localization algorithm aiming to accurately estimate the sen-
sors’ positions. Such an algorithm requires that the latter
estimate their distances to at least 3 anchors and be aware
of their coordinates. The k-th anchor should then broadcast its
coordinates (ax, by) through the network. If the i-th sensor is
located at a distance less than or equal to R from that anchor, it
receives the coordinates in n, = 1 hop. Otherwise, it receives
them after n, > 1 hops. So far, in most previous algorithms,
the i-th sensor estimates its distance to the k-th anchor d;_
using only the information nj as

di—k = nphay, (1)

where h,, is a predefined average hop size. Note that this
distance estimation (DE) approach relies on the fact that in
highly dense WSNs,

np
ik~ h, ©)
=1

holds. In (2), h; is the [-th hop’s distance. Unfortunately,
this approach exhibits a major drawback. Indeed, h,, is
usually derived either analytically (i.e., hoy = E{h;}) by
exploiting the Poisson Limit Theorem valid for high nodes
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Fig. 2. Effect of the distance d;_j on the forwarding area F.

densities [13]-[30] or heuristically by computing the mean
hop size of all the shortest paths between anchors as in [8]

zz%(ak—an +(bk—bl) 3

k=1 i=1 Ml

hav

M(M —1)

where ny; is the number of hops between the k-th and
[-th anchors. It is then very likely that h,, be different from
the mean hop size of the shortest path between the k-th
anchor and the i-th sensor (i.e., hay # ( h hl) /np and,
hence, large DE errors may occur, thereby hlnderlng the i-th
sensor’s localization accuracy. This motivates us to seek for
more efficient DE approach for exploitation by our localization
algorithm.

III. PROPOSED DE APPROACH

In this work, we propose to exploit, in addition to nj,
another easily obtained information, in order to reduce the
distance estimation error, thereby improving the localization
accuracy. According to the parity of nj;, we distinguish below
between two cases and develop two different approaches
suitable for each case.

A. ny Is Even

For simplicity, let us first assume that n, = 2. Let Dy (R)
and D; (R) be the discs with radius R and having, respectively,
the k-th anchor and the i-th sensor as centers. F = Di(R) N
D;(R) is then the forwarding area wherein the forwarding
nodes,* which forward the messages sent from the k-th anchor
to the i-th sensor, are located. An in depth look at this area
reveals that it is strongly dependant on d;_;; a fact that
could be exploited to estimate the latter. Indeed, as can be

4A forwarding node refers to a sensor located in the forwarding area F.
Please note that we consider, in this work, that an anchor assists the sensors’
localization by only broadcasting its information across the WSN. It is then
not involved in forwarding the messages of other anchors.
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Fig. 3. Two-hop communication.

observed from Fig. 2, if d;_j; increases (decreases). then F
decreases (increases). Using some geometrical properties and
trigonometric transformations, one can even show that

dii 1
2 —1 ! 2
F =®(d)=2R"cos (—2 ) — —2dk,-,/4R2 dki' 4)

It follows from (4) that @ (d) is a decreasing function of d,
which confirms the above observation. As such, computing F
is crucial in order to estimate the distance between the k-th
anchor and the i-th sensor. From Fig. 3, the latter receives
m times the k-th anchor’ coordinates, each from a distinct
forwarding node. Since nodes are uniformly distributed in S,
knowing m, the i-th sensor is able to locally approximate F
as F = m/J where A = N/S is the WSN density. di_. could
then be obtained as

di_y = Y(F), 5)

where W(x) = ®~!(x) is the inverse function of ®. Unfor-
tunately, to the best of our knowledge, there is no closed-
form expression for W(x). It is then impossible to obtain
di_x using (5). In order to circumvent this impediment, a
look-up table may be envisaged at each sensor. However,
such a table usually requires a large memory space; a scarce
resource for these often-primitive devices. Even if it is pos-
sible to implement an additional memory space at each
node, this would substantially increase the overall cost of
the network, especially for large-scale WSNs. Alternatively,
one may numerically compute di_. To this end, we propose
to equivalently reformulate this problem as a root-finding
problem of the function ®(x) O(x) — F. Many root-
finding iterative algorithms already exist in the literature such
as Newton-Raphson method, Brent’s method, Secant method,
etc.. Due to its simplicity, only the latter is of concern in this
work. Using the Secant method, di_y is derived by iteratively
executing the following instruction:

. . - d’, —a’!

diljcl = dillk - (d{:k) plik A —1\’ (©6)

® () - o (a3

where p refers to the p-th iterations, until convergence (i.e.,
p = p™ =inf,{d", =d"*’, Vs e N*}). From (4), two
initial values c?o_ ¢ and dl.l_k are required to properly compute
dig = dl".

To guarantee fast convergence of the Secant
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Fig. 4. Distance estimation error (DEE) vs. the number of iterations.

Fig. 5.

Four-hop communication.

method, ‘??—k and c?il_k must be chosen among the range of
possible values of C?i—k (i.e., [R,2R]). In this work, we opt
for dAiofk = R and ﬁilfk = 2R. As can be observed from
Fig. 4, using these values, p™** does not exceed 5 iterations.
Knowing that the required power to execute one instruction is
in the range of 10~* of the power consumed per transmitted
bit [33], [34], the power needed to execute the Secant method
is then very negligible with respect to the overall power
consumed by each sensor. Consequently, the proposed DE
approach complies with WSNs where the power is considered
as a scarce resource.

Now, let us generalize the proposed DE approach by con-
sidering n, > 2. In such a case, d;_; would simply be, as
could be observed from Fig. 5, the summation of n;/2 two-
hop distances between the k-th anchor and the i-th sensor.
di_y is then given by

N np/2 m
diy = 1:21 v (7) 7

where m; is the number of forwarding nodes at the /-th 2-hop
distance.

B. ny, Is Odd

If ny, is odd, d;_; would be the summation of (n, — 1)/2
2-hop distances plus the last-hop distance d™*!. Using the
fact that the minimum square error (MMSE) of the last-hop
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Fig. 6.

Last-hop distance estimation.

distance estimation is obtained as ' = E{d'Y}, d;_; is
given by

(nn—1)/2

dix= > ¥ (%) + dlast, ®)
=1

Now, let us focus on dzI;VaSt. In order to derive it, one
should compute the conditional cumulative distribution func-
tion (CDF) Fz(z) = P(Z < z/Z < R) where, for the sake
of clarity, Z refers to the random variable d**!. Actually, as
shown in Fig. 6, the probability that the event {Z < z} occurs
is the probability that the i-th sensor be in the disc D;(z)
having the j-th sensor as center and z as radius. Therefore,
F7(z) can be defined as
ne ©)
(B)
where P (A|B) is the probability that the event A = {the i-th
sensor is in the dashed disc D;(z)} given B = {the i-th sensor

is in D;(R)} occurs. Since the nodes are uniformly distributed
in S, we have

Fz(z) = P (AIB) =

2

PA) = % (10)
T R?

P(B) = . (11)

It follows from (10) and (11) that Fz (z) = (z/R)? and, hence,
the probability density function (PDF) f7(z) of Z is given by

2z
fz ()= ok 12)
Exploiting (12), we easily show that
R 2R
dit = =, (13)

In what follows, we introduce a new localization algorithm
for multi-hop WSN that exploits the proposed DE approach
and analytically prove its accuracy. The obtained results will
be further verified using Monte Carlo simulations.

IV. PROPOSED LOCALIZATION ALGORITHM
A. Initialization

As a first step of any anchor-based localization algorithm,
the k-th anchor broadcasts through the network a packet
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which consists of a header followed by a data payload. The
packet header contains the anchor position (ay, by), while the
data payload contains (n, d), where n is the hop-count value
initialized to one and d is the estimated distance initialized
to zero. If the packet is successfully received by a node, it
stores the k-th anchor position as well as the received hop-
count ny = n in its database, adds one to the hop-count
value and broadcasts the resulting message. Once this message
is received by the another node, its database information is
checked. If the k-th anchor’s position does not exist, the node
adds the received information to its database and checks the
parity of n. If it is odd, the message is broadcasted after
incrementing it by 1. Otherwise, the node creates a variable
my, which represents the number of received packets from
the k-th anchor with the same data payload, and initializes it
to one. However, if the node is aware of the k-th anchor’s
coordinates, it compares n and d with the stored ones ny
and dAk, respectively. If n > n; or n = ny but d > c?k, the
packet is immediately discarded. If n < ng Or n = ng and
d < dk, the node updates ny to n and dk to d. Otherwise, the
parity of n is checked. If it is odd, the packet is broadcasted
after incrementing it by 1. If not, my is incremented by 1.
At this stage, a waiting-time 7, before transmitting the
k-th anchor information, is envisaged to ensure that all similar
packets are received. Afterwards, using mj and the approach
in Section III-A, the node estimates the last two-hop distance,
adds the estimate to di and broadcasts the resulting packet
in the network. This process will continue until each sensor
in the network becomes aware of all anchors’ position. It is
noteworthy that, at this stage, if ny is even, the sensor is
already aware of its distance to the k-th anchor. Otherwise,
it is obtained by adding, as discussed in Section III-B, 2/3 to
the stored dy. Fig. 7 summarizes our algorithm’s pseudocode
implementable at each sensor.

B. Positions’ Computation

Once the i-th sensor obtains all the anchors’ coordinates
and their corresponding distances, it computes its position by
solving the following nonlinear equations system:

(a1 =20) 4+ (b1 = 5) = d2,

L2 <2
(a2 — %) +.(b2_Yi) = dlz. ) 04
(avr =)+ (bwr = 50)" = Ly,

where (X;, y;) are the estimated i-th sensor’s coordinates. After
some rearrangements aiming to linearize the system above, we
obtain

5)

where &; = [£;, ﬁi]T,

ay —ay by — by
ar —ay by —by

Y = : : : (16)

am—1) —am bm—1) — by
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Input: Number of anchors M, and their positions
(zk,yr), as well as the received hop-count ny, and the
number of received packets m initialized to zero, where
k=1,....M
for k=1— M do
Check database
if Data{k}= () then
Save Data{k}
nE =ng+ 1
Broadcast updated Data{k}
else if n > ny, and d > dj, then
Discard received data
else if n < n, and d < dk then
N =mn
dp =d
else if (n;, mod 2) = 0 then
m=m+1
Wait 7
dAk_(nk_Q) + Eq. (15) in section IV
else
r=nr+1
Broadcast updated Data{k}
end if
end for
Z;,U; < Eq. (18) in section I
Output (x;,y;) > Estimated position of the i-th node

Fig. 7. Proposed algorithm for sensors.
and
72 52 2 2 2 2
dfy —df_y +ajy —af + by — b
72 52 2 2 2 2
o d* , —d?* ,, +a3, — a3+ b3 — b3
P — .
52 52 2 2 2 2
di -1y —di_y +ay —aiy_yy + by — by

A7)

Since Y is a non-invertible matrix, ¢&; could be estimated with
the pseudo-inverse of Y as follows:

& = —% (rx7) YT (18)
Therefore, the i-th sensor is able to obtain an estimate of its
coordinates as x; = [&;]1, and y; = [&;]>. It is also noteworthy
from (16) and (17) that x; and J; are solely dependent on the
anchors’ coordinates (ax, by),k = 1, ..., M and the estimated
distances Cik—i, k =1,..., M which are all locally available at
the i-th sensor. Therefore, their computation does not require
any additional overhead (i.e., additional power cost), making
our algorithm compliant with WSNs’ power restrictions.

In what follows, the performance of the proposed local-
ization algorithm is analyzed and compared to the most
representative benchmarks in the literature.

V. PERFORMANCE ANALYSIS OF THE
PROPOSED ALGORITHM
A. Performance Metrics

One way to prove the efficiency of the proposed localization
algorithm is undoubtedly analyzing its accuracy. To this end,
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we introduce the following performance metric:

Ep,i = ||ei —&iuz, (19)

where &p,; denotes the i-th sensor’s location estimation
error (LEE) and &; = [x;,y;]7 is a vector whose entries
are the true i-th sensor coordinates. From (19), &p; is an
excessively complex function of the random variables (x;, y;),
i =1,...,N, di_x and ﬁ,-_k,k = 1,..., M and, hence, a
random quantity of its own. Therefore, it is practically more
appealing to investigate the behavior and the properties of the
average LEE Ep(N) = E{&p,;} achieved using the proposed
algorithm. Actually, Ep(N) could be differently defined as

&) =E{gm}, 20)
where
1 N
Gh(N) = = D Ep.i @1
i=1

refers to the global LEE through the network, which is
commonly used as a performance metric in the context of
localization in WSNs [8]-[22]. Furthermore, using the strong
law of large numbers, we show for large N that we have

aNet () L Ep(), (22)

where Ll) stands for convergence with probability one.
From (22), &p(N) is not only the statistical average of
g;ﬁe‘(N), but also it approaches the latter for any given
realization (i.e., any given (x;,y;),i = 1,..., N). All this
proves that £p(N) is a meaningful and useful performance
metric.

In the next section, the average LEE &p (N) achieved using
the proposed algorithm is derived in closed -form and its
behavior is analyzed.

B. Proposed Algorithm’s Average LEE
It follows from (18) that

1 -1 2
Ep,izz"(TTT) Y7l | (23)

T . A
where [§;] = [e1 —em., ..., em—1 —em] with ¢ =d? , —
disz being the squared-distance estimation error. £p; is then
given by

Spi=Tr ((TTT>_1 Y7887 (TTT)_I)

= Tr (Q:5])
M—1 M—1 M-1
= > Qu (181" + Qudilildile, (24)
k=1 k=1 I=1,I#k
where Tr (X) the trace of the matrix X and
Q=7 (TTT) TT Note in the second line of (24) that we
exploit the cyclic property of the trace. Since ¢x, k =1,..., M

are i.i.d random variables, we have from (24) the following

M—-1 M-1

2Tr( @)+ >, D Qu

k=1 I=1,l#k

& (N) =o? (25)
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Now let us turn our attention to a . For the sake of clarity,
we first assume that there are exactly two hops between the
i-th sensor and each anchor. The obtained results will be
thereafter generalized. In such a case, from (4) and (5), the
Taylor series expansion of W (x) at Fy yields

¥ (R
,k—,k+z SUUNG 26)

where W (x) is the n-th derivative of ¥(x) and AF =
my /A — Fgx. Assuming that AF is small enough to allow
approximation of dy_i by the first three non-zero terms of
the right-hand-side (RHS) of (26), we obtain

2
6~ 2d,-_k‘I’(1)(Fk)AF+((‘P“)(Fk)> +d,-_k‘I’(2)(Fk)) AF?,
27

where ¥ (x) = (4R2—‘I’()c)2)71/2 and Y@ (x) =

¥ (x)/ (4R - LI’(x)z)z. Since the nodes are uniformly
deployed in S, the probability of having mj; nodes in Fj
follows a Binomial distribution Bin (N, p) where p = %

and, therefore, the first and second order statistics of mj are
E{my} = AF; and E{m,%} = AF; (1 — % +iFk), respec-
tively. Using the latter along with (27) yields

4RV (1= %)
(4R? — ¥ (F)?)’

where the expectation is taken with respect to my. As could be
observed from (28), the probability density function fr, (F)
of Fy is crucial to derive ¢2 in closed-form. For the sake

of mathematical tractability, Fj; is assumed to be Uniform
in [0, Fnax] where Fpax = ®(R) = (—4—{—27”) RZ.
Despite this simplifying assumption, we will shortly see in
Section VI that the obtained analytical results closely match

those obtained empirically by Monte Carlo simulations. E {ex}
is then given by

En {ex} = (28)

Rdx) (1 —d(x)S)
(4R2 — x2)2

1
= (3[ - 47[) " (12 (—9 + ﬁn) s

+ (27«/5 +dr(9— 2J§n))R2).

2
El{er) = 4R2/1_1/
R

(29)
In the first line of (29), please note that we resort to the

variable change F = ®(x). Following similar steps as above,
we show that

Bl = — (3{1_ mr (47 (~189+ 4 (5v3+42))

- 1053«/5) R*—9 (87r (3«/5 + 27r> —243)1%23),
(30)
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TABLE I
CLOSED-FORM EXPRESSIONS OF &y n,m =0, 1, 2.
Parameter Closed-form expression

€10 6v3R/(1(x -~ 3V3))
€2,0 (8V3r +9)R? [ (8V3r — 18)
€01 ((297\/3 — 8m(9+ 2v/3r) ) R? + 6(4v/3r - 27) S>/(36(3\/§ — 4m)R)
£0,2 <(647r — 567V/3 — 2167) R? + 36(27 — 47) 5 | / (216(3v/3 — 47) )
€1,1 ((1215\f —sm(87(3v3+7) - 135))32 +36(47(2v/3 + ) — 99) s) /(432(3\/3 —4r))
€12 << — 1701v/3 + 407 (13 + 2v/3m) ) RS +30(19 — 4\/§7r)RS) /(30(3\/5 —4r))
€21 (9R(3\/§R( — 1+ 45R) — 104S) — 548 — 16vV3(1 + 3R) w2 R? + 24r (3(1 —5R)R? + /3(1 + 6R) S))/(36(3\/§ —4r))
€20 (9 (243 - 8m(3v3 + 2m) ) R3S + (47r (47 (9v/3 + 4m) — 189) — 1053\/5) R4)/(108(3\/§ ~4r))

and, hence, o2 is obtained. It can be then inferred Proof: See Appendix A.

€

from (25)-(30) that the achieved average LEE Ep(N) using
the proposed algorithm linearly decreases with N when S and
R are fixed. Furthermore, for sufficiently large N, we have
Ep(N) ~ 0. This property is actually a desired feature for any
sensor localization algorithm since WSNs are typically dense.
It is noteworthy here that the best representative benchmarks
in the literature lack such a feature [8], [19]. Recall, however,
that the results in (29) and (30) were derived assuming that
the number of hops between any anchor-sensor pair is n, = 2
hops. For the sake of generalization, we consider in the
sequel that nj is a random variable with mean 7. In such
a case, E{¢;} and E {Ek} could be expressed in (31) and (32),
respectively, as shown at the bottom of this page, where
Sam n,m =0, 1,2 are parameter functions of R and S whose
expressions are listed in TABLE 1.

It is noteworthy that the results in (31) and (32) are very
interesting in terms of implementation strategy, since they
allow, through (25), to easily find the smallest N that keeps
Ep(N) below a certain level. They also allow to find the best
anchor placement strategy that minimizes Ep(N) for a given
N. Moreover, in contrast with the two-hop case, it follows
from (31) and (32) that we have

3 2
Eo(N) = 016K + 2080+ 60 £, (33)
when N is large enough. Note that x is nothing but the
error incurred when estimating the last hop of an odd
distance between any anchor-sensor pair in the network.
A proper anchor selection scheme should then be envisaged
to make our proposed algorithm reach its optimal accuracy

3(2ap — 1) (%02 +2&11) + o1 (351,0(2ﬁh(ﬁh -3)+ 3) + 4(p — 1)) 5&1 (Qﬁh(ﬁh —3)+ 3) |
+

—_ p2 _
Eled =R 12N SN2 36
(31
1660, 41 (p—1) ol 128y, (iip — 1
E{e,f} 4N( 902 2071 h72 ( (0,2 + 241, 1)+501(nh—3)(7+2§ ))(%—1)
3¢5 & 2
+ (n — 1)( 2 ( 1\012 + (L + &12é10) + i(;’] (651,2 + 481 + (3802 +4¢10) (A — 5)51,0)
655 1¢ 280,283 6 12
701\;21 % —7) (in — 5) + 015 L ((n—5)&o + 222 o)( 53’2 + (7 =5) ( f/l" + (i —T7)éL + &, 0))))
ét02 ét11 0.1 53,1 _
+np|\ 422 + (2p — 2) N +4(T + &1.2610) + 7(651 2+ 480 + (2 —4) (3.2 +451,1)§1,0) + 3W(nh
f 3 6 7 6
—6)(np — 410 +§o,2((nh —2)& o+ 6270) + W( QZ)]Z + (7 4)(% + (nh )&to +§2,0)))))
2 (25R* | 2R&G | &
R ( 162 15 T)' (32)
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Fig. 8. Different anchors placements.

(i.e., gp(N) ~ 0) at large N. Indeed, if each sensor selects
among the list of anchors only those with an even number
of hops, its achieved average LEE would approach 0 when
N is large enough. This, of course, requires that at least 3
anchors comply with the above criterion. Please note that such
a selection scheme could be easily implemented in each sensor
without burdening neither the implementation complexity of
the proposed localization algorithm nor the overall cost of the
WSNE.

C. Proposed Algorithm’s Asymptotic LEE

So far, we derived the average LEE achieved by our
localization algorithm and studied its behavior and properties.
Motivated by the fact that the LEE is a more practical metric
than its average, we investigate in this section its statistical
properties more thoroughly for the sake of further highlighting
the proposed algorithm’s accuracy.
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Fig. 9. Average NLEE achieved by the proposed algorithm, DV-Hop, LAEP,
and EPHP with both perimeter and grid anchor placement strategies versus
the nodes number N.

Let us consider again the 2-hop case (i.e., two hops between
the i-th sensor and the k-th anchor nodes). Exploiting the fact
that m; is a Binomial random variable, we have from the
Chebyshev’s inequality we have

Fi (S — Fy)

1—P(AF| < < R
(IAF| <K) < =

(34)

where x is any given strictly positive real. If the latter is
chosen small enough to guarantee the equivalence |AF| <
K < |AF| >~ 0, it holds for sufficiently large N that

P(|AF|~0)~1. (35)
Exploiting this result along with (27) we obtain

P (e ~0)~1, (36)
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Fig. 10. Average NLEE achieved by the proposed algorithm, DV-Hop, LAEP,
and EPHP with both perimeter and grid anchor placement strategies versus
the anchor ratio when the nodes number N = 300.

and, hence, for large N we have &p; > 0. This further proves
the accuracy of the proposed algorithm. Furthermore, it is
straightforward to show that &p; ~ 0 also holds when the
number of hops between the i-th sensor and all anchors is
even (but not necessarily 2). This emphasizes even more the
importance of the anchor selection scheme discussed above.

VI. SIMULATIONS RESULTS

In this section, we validate and illustrate our theoretical
results by Monte Carlo simulations. These are conducted to
compare under the same network settings the RZ-normalized
LEEs (NLEE)s achieved by the proposed algorithm and three
of the best representative localization algorithms currently
available in the literature, i.e., DV-Hop [8], LAEP [19], and
EPHP [20].

All simulation results are obtained by averaging over 600
trials. In all simulations, sensors are uniformly deployed in a
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Fig. 11. Average NLEE achieved by the proposed algorithm, DV-Hop, LAEP,
and EPHP with both perimeter and grid anchor placement strategies versus
the node degree and communication range when the nodes number N = 300.

2-D square area S = 10* m?. M is set to 20, expect in Fig. 10
where it varies from 15 to 40. R is set to 20 m, expect in
Fig. 11 where it varies from 12 m to 36 m. Two commonly
used anchor placement strategies in the context of WSNs are
considered: the perimeter and grid placements as depicted in
Figs. 8 and 8, respectively.

Fig. 9 plots the average NLEE achieved by the proposed
algorithm, DV-Hop, and LAEP versus N with two anchor
placement strategies: perimeter in Fig. 9(a) and grid placement
in Fig. 9(b). From these figures, the proposed localization
algorithm always outperforms in accuracy its counterparts.
It is, for instance at N = 700, until 12 times more accurate
than DV-Hop and until 10 times more accurate than LAEP.
This further proves the proposed algorithm’s efficiency in
WSNs and highlights its advantage over its counterparts.
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Fig. 12.  NLEE’s standard deviation achieved by the proposed algorithm,
DV-Hop, LAEP, and EPHP with both perimeter and grid anchor placement
strategies versus the nodes number N.

Fig. 10 plots the average NLEE achieved by the proposed
algorithm, DV-Hop, LAEP, and EPHP versus the anchor
ratio with two anchor placement strategies: perimeter in
Fig. 10(a) and grid placement in Fig. 10(b). From these
figures, all algorithms benefit, as expected, from larger anchor
ratios. However, the proposed algorithm remains more accu-
rate than its counterparts thereby proving once again its
superiority.

Fig. 11 displays the average NLEE achieved by all local-
ization algorithms versus both the node degree and com-
munication range with both the perimeter and grid anchor
placement strategies. As can be observed from this figure,
the average NLEE of each algorithm decreases, as expected,
with both the node degree and communication range. However,
the accuracy gain of the proposed algorithm is much more
important than those of its counterparts. In contrast to the
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Fig. 13. NLEE’s CDF achieved by the proposed algorithm, DV-Hop, LAEP,
and EPHP with both perimeter and grid anchor placement strategies when the
nodes number N = 300.

latter, its average NLEE approaches 0 when the node degree
and/or the communication range increase(s).

Fig. 12 plots the NLEE’s standard deviation achieved by all
localization algorithms versus N, for two anchor placement
strategies: perimeter in Fig. 12(a) and grid placement in
Fig. 12(b). As it can be observed from these figures, regardless
of the anchor placement strategy, the one achieved by the
proposed algorithm substantially decreases when N increases
while those achieved by the other algorithms slightly decrease.
Furthermore, the NLEE’s standard deviation achieved by
the proposed algorithm with or without anchor selection
approaches 0 for any placement strategy. This is due to the
fact that the LEE itself being around 0 occurs almost certainly
(i.e., with almost probability 1) as stated in Section V-C.
On the other hand, Figs. 12(a) and 12(b) suggest that the
proposed algorithm’s performance is further improved if the
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Fig. 14. Average NLEE achieved by the proposed algorithm, DV-Hop, LAEP,
and EPHP versus the Dol with both perimeter and grid anchor placement
strategies when the nodes number N = 300.

low-cost anchor selection scheme introduced in Section V-B
is implemented at each sensor. All these observations corrob-
orate the results and discussions disclosed in Section V.

Fig. 13 illustrates the NLEE’s CDF achieved by our pro-
posed localization algorithm with and without the anchor
selection scheme as well as that achieved by the other
algorithms for two anchor placement strategies: perimeter
in Fig. 13(a) and grid placement in Fig. 13(b). From these
figures, using the proposed algorithm, 80% (98% with anchor
selection) of the sensors could estimate their position with
NLEE less than 0.2. In contrast, 45% of the nodes achieve the
same accuracy with LAEP and only about 38% with DV-Hop
using the perimeter anchor placement strategy. This proves
even more the accuracy of the proposed localization algorithm.

Fig. 14 plots the average NLEE achieved by the proposed
algorithm and its counterparts versus the degree of range irreg-
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Fig. 15. Different network topologies.

ularity (Dol). In this figure, the transmission range is no longer
assumed circular. A range irregularity model similar to that
in [35] was implemented instead. From Figs. 14(a) and 14(b),
the average NLEEs achieved by all algorithms deteriorate due
to the range irregularity. This is expected since their designs do
not account for such a phenomenon. However, the proposed
algorithm remains more accurate than its counterparts. This
further proves its superiority over the latter.

Figs. 16 and 17 plot the average NLEE achieved by
the proposed algorithm, DV-Hop, LAEP, and EPHP versus
N in two different anisotropic topologies commonly used
in the context of WSNs: the O-shaped and the U-shaped
illustrated in Figs. 15(a) and 15(b), respectively. In these
figures, we also plot the average NLEE achieved by two well-
known algorithms whose designs account for such anisotropy:
RAL [29] and Pattern-driven [30]. Furthermore, for the sake
of fairness, we plot the average NLEE of our algorithm
with the anchor selection strategy developed for anisotropic
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Fig. 16. Average NLEE achieved by the proposed algorithm, DV-Hop, LAEP,
and EPHP with both perimeter and grid anchor placement strategies versus
the nodes number N in the O-Shaped topology.

environments in [28]. We observe from Figs. 16 and 17 that
the average NLEE achieved by the proposed algorithm, DV-
Hop, LAEP, and EPHP deteriorates due to the presence of
obstacles (i.e., areas with no nodes, for instance mountains,
hills, etc.) in the network. This is hardly surprising since such
obstacles, which are not taken into account when designing
the latter, cause DE estimation errors, thereby hindering their
accuracies. However, as could be observed from Figs. 16
and 17, the proposed algorithm remains more accurate than
DV-Hop, LAEP, and EPHP thereby proving its robustness
against the latter in anisotropic environments. On the other
hand, RAL and Pattern-driven, whose designs account for
such environments, outperform our algorithm. Nevertheless, if
the latter is implemented with our anchor selection strategy
previously developed in [28], it becomes once again more
accurate than RAL and Pattern-driven thereby highlighting
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Fig. 17. Average NLEE achieved by the proposed algorithm, DV-Hop, LAEP,
and EPHP with both perimeter and grid anchor placement strategies versus
the nodes number N in the U-Shaped topology.

unambiguously the efficiency of the DE approach proposed
in Section III..

Fig. 18 shows the total number of exchanged packets
Npackets using Pattern-driven, LAEP, and the proposed algo-
rithm with and without the anchor selection strategy developed
in [28]. Please note that RAL and DV-Hop require almost
the same Npackets as Pattern-driven while EPHP requires the
same Npackets a5 LAEP. We see from Fig. 18 that the proposed
algorithm requires the same number of exchanged packets
as LAEP while it requires half the packets exchanged with
Pattern-driven and RAL. This is expected since the latter
require, in contrast to the proposed algorithm, a second infor-
mation broadcast in the network. This implies that the overall
power required by our algorithm to transmit and receive the
exchanged packets is the same as the one required by LAEP
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Fig. 18.  The total number of exchanged packets Npackets versus the node
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while it is the half of the one needed by Pattern-driven and
RAL. On the other hand, if our algorithm is implemented
with the anchor selection strategy developed in [28], it would
incur the same power cost as the latter. This highlights the
flexility of the proposed algorithm in that it is able to adapt
both its accuracy and cost to the targeted WSN application.
Indeed, by applying an anchor selection strategy such as [28],
its accuracy could be easily enhanced on a need basis at the
cost of more power consumption. Reciprocally, the proposed
algorithm allows precious power savings at the cost of reduced
yet acceptable accuracy when implemented without anchor
selection such as [28].

VII. CONCLUSION

In this paper, we proposed a novel localization algorithm
which properly exploits, in addition to the hop-based informa-
tion, the forwarding nodes’ number between any anchor-sensor
pair. Its average location estimation error (LEE) was derived in
closed-form and compared to those of the best representative
algorithms in the literature. We showed that the proposed
algorithm outperforms them in accuracy. Furthermore, we
proved that, in contrast to the latter, our algorithm is able
to achieve an average LEE of about 0, when the total sensors’
number N is large enough. We also proved in such a condition
that any realization of its achieved LEE approaches 0, which
confirms unambiguously its high accuracy.

APPENDIX A

In order to compute E {¢;} and E {¢?} for any given n;, one
should distinguish two cases: a) nj, is even and b) ny, is odd.
Let us first assume that nj, is even. In such a case, nj /2 2-hop
distances exist between the i-th sensor and the k-th anchor
nodes and, hence,

np/2

dii = dr, (37)
r=1
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where d, denotes the r-th 2-hop distance. ¢ is then given by

w2 \2 fm2 \ 2

Ddr| | 2dr] s (38)
r=1 r=1

where d, is the estimated r-th 2-hop distance. Applying (26)
to d, and retaining the two first non-zero terms, €; could be
equivalently expressed as

2
ny/2 np /2 ny/2

S (Fer) | 4229 (Fer) D¢ (Fer). (39)
r=1 r=I1 r=1

where Fy , is the forwarding area associated with d, and

r F T r 2
)= 10 (2 - Yt b (s 32
(40)

where my , is the number of forwarding sensors in Fy ,.
It follows from (39) that

E{fk}— (502+2§11+2501(2—1)(%+é‘10))

(41)
where &9 = E{¥ (Fur)} Qo = E{T(Fk,r)z}’
and &, = NE{¥(F,)"¢(F,)"} for (n,m) e

{G@, DHli, j =0,1,2}\{(1,0), (2,0)}. In order to obtain (41),
please note that, V\ée resort to the Multinomial theorem to break
(Z;”'/lz e (Fk,r)) into several terms.

Now, let us turn our attention to the computation of &, .
We first start by &y,1 = NE {( (Fk,,)}. Since the sensors

are uniformly deployed in S, the probability of having my ,
F k,r

sensors in Fy , follows a Binomial distribution Bin (N
and, hence, we have

Fi,
Em, {¢ (Fir)) =@ (Fir) Fk,r( g ) (42)

where E;, . refers to the expectation with respect to my,,.
Using (42) and integrating by parts twice yields

S o _F\_ AT
i | r (1-5) v (125) |

Fmax
/ Y (F)dF. (43)
0

0,1 =

Fmax

&o.1’s expression is then obtained by substituting ¥ (Finax)
with R and Fpax with its expression.
As far as & is concerned, it can be readily shown that

Fm'dX
2FS /0 (‘P(l)(F)) (1——)dF (44)

In order to compute the above integral, one could apply
the variable change F = ®(x). From (4), this implies that
dF = v4R? — x2dx where x € [R,2R]. & is then easily
obtained by integrating over x. It is noteworthy that, using
similar approaches as above, all the expressions of &, ,, n,
m =0, 1,2 could be derived.

o2 =
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Let us focus now on the case where n; is odd. It follows
from (26), (8), and (13) that ¢, is given by

(np—1)/2 (np—1)/2 (np—1)/2
a=[ DO cEH| +2 D CEH D, (Fir)
r=1 r=1 r=1
(np—=1)/2 2
4R
— F)+ — — Z°. 45
T3 > )+ 5 (45)
r=1
Recall here that Z refers to the random variable d-st.

It follows then from (45) that

—1 —1 2R
Ele} = %(2&),1 ((nh2 —1) (50—1\71 +51,0)+?)

+&02+2411). (46)

Finally, using (41) and (41), (31) is obtained.
Following similar above steps, (32) is also obtained.
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