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Cramér–Rao Lower Bounds for Subcarrier SNR Estimates
Over Multicarrier Channels

Faouzi Bellili, Alex Stéphenne, and Sofiène Affes

Abstract—Considering orthogonal frequency-division multiplexing
transmissions, analytical expressions for the Cramér–Rao lower bounds
for the subcarrier signal-to-noise ratio (SNR) estimates are derived. The
transmitted signal is assumed to be corrupted by additive white Gaussian
noise on the different subcarriers. The channel is assumed to be slowly
time-varying over the observation interval, so that it can be assumed
constant. It will be shown that the achievable performance on subcarrier
SNR estimation can be significantly improved by exploiting the mutual
information (the same experienced noise power) between the different
tones.

Index Terms—Cramér–Rao lower bounds, estimation, multicarrier,
quadrature amplitude modulation (QAM), signal-to-noise ratio (SNR).

I. INTRODUCTION

Not very much information is available from the open literature on
signal-to-noise ratio (SNR) subcarrier estimation, despite the fact that
it is often a requirement for many applications of multicarrier transmis-
sions. In fact, SNR estimates are often required for bit allocation algo-
rithms, where they are usually computed at the receiver then sent back
to the transmitter using feedback. Among these bit allocation strate-
gies, we can cite the incremental allocation, the channel capacity ap-
proximation-allocation, and the probability of error-based allocation
[2]. Furthermore, accurate subcarrier SNR estimates are also required
for the adaptive bit loading strategies. In fact, many of the multicarrier
modulation systems, especially the wireless ones [3], use conventional
multicarrier modulation, which employs the same constellation size on
all the subcarriers. However, the performance of these systems is typ-
ically limited by the subcarriers with poorest error performance. One
solution to this problem is to perform adaptive “bit loading” where the
constellation size varies from one subcarrier to another according to
the SNR values measured over the subcarriers. In extreme situations,
the subcarriers experiencing poor SNR values can be nulled or “turned
off.”

Roughly speaking, depending on whether or not the transmitted sym-
bols are assumed to be perfectly or partially known to the receiver, SNR
estimators can be categorized, respectively, into the following major
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categories: non-data-aided (NDA) and data-aided (DA) estimators. In
fact, unlike DA SNR estimators which assume an a priori knowledge
of all or only a subset of the transmitted symbols, NDA estimators base
the estimation process only on the received samples and do not there-
fore impinge on the whole throughput of the system.

In parameter estimation, the performance of any unbiased estimator
is usually statistically assessed by computing and plotting its variance
as a function of the true value of the considered parameter, using Monte
Carlo computer simulations. Specifically, a given unbiased SNR esti-
mator is said to outperform another one if it has lower variance. How-
ever, a well-known common lower bound for the variance of any unbi-
ased SNR estimator is the Cramér–Rao lower bound (CRLB), which in-
forms about the achievable performance of SNR estimators. SNR esti-
mates can be obtained using the magnitude of the received samples, and
the corresponding estimators are referred to as envelope-based SNR
estimators. More accurate SNR estimates can be obtained using the
in-phase and quadrature (I/Q) components of the received samples. In
this case, the corresponding estimators are called I/Q SNR estimators
and the corresponding CRLBs are referred to as I/Q CRLBs.

In single-carrier transmissions over constant additive white Gaussian
noise (AWGN) channels and for the linear modulation schemes, the
CRLBs for the SNR estimates are already available in the literature.
They are either derived in closed forms or numerically computed
[4]–[7]. But they have never been addressed in the case of multicarrier
transmissions when the SNR per subcarrier is considered, taking
into account the mutual information (the same experienced noise
power) between subcarriers. In this paper, always considering constant
AWGN channels across all the subcarriers, we derive the CRLBs on
the variance of the unbiased subcarrier SNR estimators. This will show
how the mutual information between the different tones can improve
the achievable performance of per-carrier SNR estimators, as it could
be intuitively stated.

This paper is organized as follows. In Section II, we will introduce
the system model used throughout. Then, in Section III, we will de-
rive the CRLBs for the subcarrier SNR estimates. We will present in
Section IV, as an example, some graphical representations of the NDA
SNR estimation CRLBs for square quadrature amplitude modulation
(QAM) constellation modulated signals. Lastly, conclusions are drawn
in Section V.

II. SYSTEM MODEL

We consider a digital communication system broadcasting and re-
ceiving any orthogonal frequency-division multiplexed (OFDM) mod-
ulated signal over � subcarriers. One of the advantages of OFDM
transmissions is to transform a wide-band selective multipath channel
into � per-carrier narrow-band flat fading channels. In this paper, the
�th per-carrier channel is assumed to be nonselective and slowly time-
varying over the observation interval, so that its single channel-gain co-
efficient �� can be supposed constant but different from one carrier to
another. This is a valid assumption especially for wireless multicarrier
communications [8], [9]. We assume also that the received signal, on
the �th subcarrier �� � �� �� � � � � ��, is AWGN-corrupted with noise
power 2��� . Assuming an ideal receiver with perfect synchronization,
the output of the matched filter can be modelled as a complex signal as
follows:

����� � �������	
�� � 
����� � � �� �� � � � � � (1)
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where, during the observation interval, ������������������ are� trans-
mitted symbols on the �th subcarrier �� � �� �� � � � � ��. On the same
tone, ������������������ are the corresponding� received samples and
����� are the additive white noise components that are modelled by
complex Gaussian random variables with independent real and imagi-
nary parts. The noise components are also assumed to be mutually inde-
pendent between the different subcarriers. The parameter 	� accounts
for any constant phase distortion introduced by the channel. Moreover,
to provide standard CRLBs, which are independent from the emission
power, the constellation energy is supposed to be normalized to one,
i.e, ����������� � �.

Note that our system model stands as well when the 
 subcarriers
experiencing the same noise power, 2��, are not at the beginning of the
range. This is because the last��
 subcarriers assumed to experience
different noise powers, �2��� �

�

�����, can always be split into any two
mutually exclusive subsets, each containing � and � different tones
(i.e., � � 
 � � � �), where one subset is at the beginning and the
other one is at the end of the range in order to have the 
 subcarriers,
experiencing the same noise power, lying in the middle of the range.
But in this case, one can always, without loss of generality, rearrange
the different tones in order to have the 
 tones experiencing the same
noise power at the beginning of the range as assumed in this paper just
for the sake of simplicity.1

Now considering the received samples on all the subcarriers, the re-
ceived signal can be more conveniently written in the following �� �
�� matrix form:

	 
��� � ������ (2)

In this paper, we will consider the most general case where we will
assume that we do not have any a priori information about the depen-
dence that may exist between the channel coefficients ���������������
across the different subcarriers. Consequently, we suppose that the only
available information is �� �� �� for � �� �. On the other hand, without
loss of generality,2 we will assume that only the first
 subcarriers expe-
rience the same noise power 2�� and the remaining ��
 subcarriers
experience different noise powers ����� ���������������� .

The subcarrier SNRs that we wish to estimate, using the � received
samples on each subcarrier, are given by:3

�� �

�

�	
� � � �� �� � � � � 


�

�	
� � � 
� �� 
� �� � � � � �

� (3)

From (3), we see that there are 2� � 
�1 parameters, ��,
���������������, and ������������������� , which are involved in
the expressions of the subcarrier SNRs and therefore in the derivation
of the CRLBs for their corresponding estimates. Thus, we define the
following parameter vector:

��� � 	��� ��� ��� � � � � ���

��� ����� �
�
���� ����� �

�
���� � � ��� � �

�
�



(4)

� 	��� ��� � � � � �������


 � (5)

1Note that the position of the subcarriers experiencing the same noise power
can be obtained by simply estimating the noise power on each tone using, for
instance, the � � algorithm [10].

2In practice, usually the noise power would be the same over all the subcar-
riers, and therefore one should take � � � .

3Recall that���� ���� � � � and hence does not appear in the SNR expres-
sion.

On the other hand, since for a clearer interpretation, we usually use the
decibel scale, we will consider the parameter transformation ������� �
�� �������� given by

������� �
�� ����

�

�	
� for � � �� �� � � � � 


�� ����
�

�	
� for � � 
� �� � � � � �

(6)

which can be conveniently rewritten in the following �-dimensional
parameter transformation:

������ � 	�������� �������� �������� � � � � �������
 � (7)

III. DERIVATION OF THE SUBCARRIER SNR CRLBS

In this section, based on the foregoing assumptions, we will de-
rive the Cramér–Rao bounds of the subcarrier SNR estimates when
the received signal is AWGN-corrupted and the noise components are
uncorrelated between subcarriers. Therefore, we denote by � 	 � ���

the probability density function of  parameterized by ���. As shown
in [11], the covariance matrix ������� of any unbiased subcarrier SNR
estimator ���� � 	 ���� ���� � � � � ��� 
, where ��� is an estimate of �� for
� � �� �� � � � � � , satisfies

������� �
�������

����
����������

�������


����
� � (8)

where “� �” means that the matrix is positive semidefinite and �������� is
the Fisher information matrix (FIM), which is given by

	��������

��

� �����
�� ��� 	 � ���


������
(9)

and ������������ is the (��(2��
�1)) Jacobian matrix [11] given by:

�������

����
��

�
��������

���
� (10)

In (9),���� ��� simply returns the expected value with respect to . Now,
using (4)–(7) and (10), it can be seen that ������������ reduces simply to
the following block matrix:

�������

����
�

���� � ��

� �� ����
(11)

where, for any integers � and �, ��� denotes a ��� �� matrix of zero
elements, �� � � � 
, �� � 
 � �, �� � 
, �� � � � 
, and ����

and ���� are given as follows:

���� �

�� 	���

��

� 	 	 	 � �� 	���


�	

�
. . .

. . .
...

...
...

. . .
. . . �

...
� 	 	 	 � �� 	���


��

�� 	���


�	

���� �

�� 	��� 


����
���� 	 	 	 ����

����
. . .

. . .
...

...
. . .

. . . ����

���� 	 	 	 ����
�� 	��� 


����

(12)

where it should be noted that ���� is also a diagonal block matrix with
���� being given by

���� �
	��� �

�
� for � � �� �� � � � � 


��� �
�
� � for � � 
� �� 
� �� � � � � �

� (13)

Next, we will derive the FIM elements given by (9). In fact, since
the transmitted symbols are independent and corrupted by independent
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noise components between the subcarriers, the probability of the re-
ceived matrix ��� parameterized by ��� is given by

� ���� � ���� �

�

���

� ������ ���
�� (14)

where ���� is given by (13) and ���� is a vector that contains the received
samples on the �th subcarrier:

���� � ������� ������ 	 	 	 � ������ � � � �� �� 	 	 	 � �	 (15)

Consequently, the log-likelihood function for the �� received sam-
ples is


� �� ���� � ����� �

�

���


� � ������ ���
�� 	 (16)

Moreover, for ease of notation, from now on, we will use the following:


 � � �
�� 
� �� ���� � �����

���
�

�� � � �
�� 
� � ������ ���

��

���
�

� � � � � �

�� �

��
� ���� ���� ���� ��

�� ��
� � � � � �

��
� ���� ���� ���� ��

�� ��
� �� � � � � �

�� �

��
� ���� ���� ���� ��

��
� � � � � �

��
� ���� ���� ���� ��

��
� �� � � � � �

	 (17)

It should be noted that �������	�					� , �������	�					�, and
�������	�					� are the elements of the FIM that would be ob-
tained if we were to consider on the ��th����	�					� subcarrier the
corresponding received � samples �������
��	�					� as a sequence
transmitted by a traditional single-carrier system. It is also worth
noting that, at this stage, we have


 �

�

���

��	 (18)

On the other hand, using (9) and (16), it can be shown that the FIM is
also a block matrix4 given by

�������� �
���� � ��

�
�
 �� ����

(19)

where �
 � �� �, �
 � ��� � ��, and ���� and ���� are given by

���� �

��   � � �  ��
 ��  � � �  ��

 
. . .

. . .
...

...
...

...
. . .

. . . 
...

  � � �  �� ��
�� �� � � � � � � �� 


���� �

����������
���� ���� � � � ����

����

. . .
. . .

...
...

. . .
. . . ����

���� � � � ���� ����������

(20)

4Note here that this block structure for the FIM was also obtained with the
CRLB for direction-of-arrival estimates in [12] due to the presence of decoupled
parameters. Here, the decoupled parameters are ��� � �� � � � � � � � � � and
��� � �� � � � � � � � � �, where ��� � ���� ���� � .

where it should be noted again that ���� is also a block matrix with��������
��

being simply given by

��������
�� �

�� ��
�� ��

� ��� � � �� �� �� �� 	 	 	 � � (21)

which is the (2 � 2) FIM that would be obtained if we were only to
consider the � received samples on the �th subcarrier as a sequence
transmitted by a traditional single-carrier communication system.

Finally, from (8) and using (11) and (19), the CRLB of the subcarrier
SNR estimator covariance matrix ��������� is given by

��������� �
�������

��
� ����� � ��

� �� �������
��
� �����

(22)

where �� � � and �� � � � �. Furthermore, since we are only
interested in subcarrier SNR estimation, the CRLB for SNR estimates
on the �th subcarrier CRLB����� is given by the �th diagonal element of
the matrix���������, i.e., �CRLB����� � �����������������	�					� .
In addition, for the last � � � subcarriers, which are experiencing
different noise powers, it can be seen that

�������
��
� ����� �

CRLB���������  � � � 


. . .

. . .
...

...
. . .

. . . 

 � � �  CRLB�����

(23)

where CRLB����� � ��������
��������������

� ��������������
���������

�
, for ��

� � � � � , is the CRLB for the SNR estimates that can be achieved
on the �th subcarrier by receiving the same corresponding � samples
������ as being from a traditional single-carrier system. These are well
covered in the literature.

However, for the first� subcarriers, which experience the same noise
power 2�, the matrix ���� must be inverted before being able to find the
CRLBs for the corresponding SNR estimates. In fact, by denoting the
�th row of ���� by ���� and taking the first � diagonal elements of the
matrix ���������, we get the CRLBs for the SNR estimates on the
first � subcarriers as follows:

CRLB����� � �������
��
� ����� � � �� �� 	 	 	 � �	 (24)

Furthermore, the inverse of ���� is established as shown in (25) at the
bottom of the next page. Finally, using (24) and (25) and the expression
of ���� given by (12), we get the analytical expressions for the CRLBs
on the variance of any unbiased subcarrier SNR estimator for the first
� tones as follows:

CRLB����� �
�


�
�

���

�

�




��
�

�
���
����

�

��������

���

�

��
��
��

���������

�����
�

��������

��

�

	 (26)

Recall that 
 � �

��� �� and the unknowns �������	�					�,
�������	�					�, and �������	�					� are the FIM elements that can
be obtained for each subcarrier over which we receive the corre-
sponding � samples as being from a classical single-carrier system.
When the channel is assumed constant over the observation interval,
the analytical expressions for these unknowns have already been pre-
viously derived for different modulation types, for both DA and NDA
SNR estimates. For instance, for binary and quadrature phase-shift
keying (PSK) modulated signals, their expressions are derived in



894 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 58, NO. 2, FEBRUARY 2010

[6]. The generalization of their expressions to higher order square
QAM-modulated signals was also carried out in [13] and [14]. In fact,
by denoting the square constellation order by � � ���, it was shown
that

����� �
�� ����

������
(27)

����� �
��� �	� �
�����

������
(28)

����� �
� ���� �

�

�
�	� �������� ����	� � ��	��

������

(29)

where

	� �

�

���

�� � 	����� (30)

� ��� �
	�
��

��

��

��� ���

�����
�� �� (31)

���� �
	�
��

��

��

������

�����
�� �� (32)


��� �
	�
��

��

��

������ �����

�����
�� �� (33)

with

������

�

���

��	����
 � �

� ���	���� 
�� ���	��� �� �

����	����� �� ��
 ���	��� �� � (34)

������

�

���

��	����
 � �

� ���	���� 
�� ���	��� �� �

����	�����
�

�
��
 ���	��� �� � (35)

������

�

���

��	����
 � � � ��
 ���	��� �� � � (36)

Here, ��� � ��� �� �
��� ��� 	�� is the intersymbol distance of

a normalized-energy constellation. Therefore, for square QAM-mod-
ulated signals, the CRLBs for subcarrier SNR estimates on one of the
first � subcarriers can now be directly deduced using the newly derived
expression (26) as follows:

CRLB�
������� �

��� ����

� ���	���
�

��� ����
�

������� � 	��

	


�� ����
�
�

� � 	� �� � � � � � (37)

where

���� �
	� �
���

� ���
(38)

����� � ���� � ������� ��	� � ��	�

� �� �	� �
�����

� ���
� (39)

It can be seen that (37) reveals that, compared to a traditional single-
carrier system, the achievable performances are effectively improved in
a multicarrier system by exploiting the mutual information. In fact, the
term �����
��
���������	�
 ��� should be interpreted as the contribution of
the �th subcarrier to the improvement on the achievable performances
at the considered �th tone. In fact, as shown by simulations in Fig. 1,
we have ����� � �. Therefore, the quantity 	


�� ����
� is strictly
increasing with respect to the subcarriers number �. Consequently, as
this quantity appears in the denominator of the CRLB, the achievable
performances are improved by increasing �. This is also shown by
simulations for different values of � in Fig. 2 in the special case of
a 64-QAM modulated signal.

On the other hand, (37) shows that the CRLB is inversely propor-
tional to the observation interval size � , and therefore it decreases
by increasing � . This is hardly surprising since one more received
symbol carries additional information on the experienced SNR, which
improves the achievable performance. Moreover, for any observation
interval size � , the CRLBs can be deduced by scaling with the factor
���� if they were already computed for a given observation interval
size ��. It can also be seen from (37) that the CRLB on the �th sub-
carrier does not depend on the corresponding phase distortion �� in-
troduced by the channel, as expected, since a transmitted symbol and
its corresponding simply rotated received sample have the same mag-
nitude and therefore the same power. This can also be statistically ex-
plained by the fact that the derotated received samples �����

�� carry
the same information quantity, since they exhibit the same probability
characteristic as the original received samples ����. This is because the
original and the derotated noise samples are both zero-mean AWGN
samples.

Furthermore, simpler expressions for the CRLBs can be obtained for
high SNR values. In fact, as can be seen from Fig. 1(a), ���� becomes
very small in this SNR region so that it can be reasonably approximated
by zero. In addition, it can be seen in Fig. 1(b) that ����� is almost

������ �
	

 �
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�

�

�

�
�
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� �
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� �
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�
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(25)
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Fig. 1. Graphical representations of ���� and � ���.

constant for relatively high SNR values, and it can be approximated by
����� � ����. These approximations were analytically verified, but
the derivations were not included due to lack of space. Hence, for high
SNR values, the CRLB expression reduces simply to

CRLB�
������� �

���� ����

� �������
�

��� ����
	

�

�����
�

� � �� �� 
 
 
 � �� (40)

It should be mentioned again that (27)–(40) apply only for square
QAM constellations, and not to quadrature-symmetric schemes in
general, like PSK or amplitude PSK. Finally, it should be recalled that
the CRLBs on one of the last 	 � � subcarriers, which experience
different noise powers, remain unchanged compared to the CRLBs
that can be achieved over single-carrier transmissions. They can be
obtained from (37) by simply replacing � by one and setting �� to ��.

IV. GRAPHICAL REPRESENTATIONS AND DISCUSSIONS

In this section, we include some graphical representations of the I/Q
NDA CRLBs for the subcarrier SNR estimates of square QAM-modu-
lated signals. The I/Q NDA CRLBs for the remaining	�� subcarriers
were not included because they are exactly those obtained in a tradi-
tional single-carrier system. These are well covered in the literature. In
this section, 
 will stand for a constant SNR gap between two consec-
utive subcarriers, i.e., 
 � ���� � ��, �� � �� �� 
 
 
 � �� ��. Note that
the SNR gap is chosen constant just for illustrative purposes. It should
also be noted that, without loss of generality, we have illustrated simu-
lation results only on the first subcarrier.

For QPSK- and 16-QAM-modulated signals, Fig. 3 shows the graph-
ical representation of the CRLB using both its closed-form and approx-
imate expressions, respectively, given by (37) and (40). It can be seen
that, for relatively high SNR values, the simple expression given by (40)
accurately approximates the CRLB and therefore can be used instead
of (37) with much less computational cost. On the other hand, it also
shows more clearly the dependence of the achievable performances on
the subcarriers number � in this SNR region.

Fig. 2 depicts the behavior of the I/Q CRLBs on the first subcarrier
when it is processed as if in a single-carrier system, hypothetically, or
in a multicarrier system, a priori. We see that the CRLBs on this tone
are much lower in a multicarrier system than those that can be achieved
in a single-carrier system due to proper and optimal exploitation of the

Fig. 2. CRLB of the SNR estimates on the first subcarrier for different tones
number �, � � ���, 64-QAM.

Fig. 3. CRLB of the SNR estimates on the first subcarrier and its approximation
� � �, � � � ��, � � ���.

mutual information between subcarriers. These considerable improve-
ments on the achievable performance stem from the improvements in
the estimation accuracy of the noise power, which is the same on the
other ��1 first subcarriers. In fact, the received samples on these tones
carry additional information about the common unknown noise power.
However, the achievable performances of the SNR estimators on the
last 	 � � subcarriers remain unchanged. This is hardly surprising,
since the noise powers are mutually different on these subcarriers and
since no a priori knowledge is assumed about the dependence of the
channel coefficients.

Lastly, Fig. 4 depicts the behavior of the CRLB with respect to the
SNR gap 
. Here, positive and negative values of 
 stand, respectively,
for an increasing and decreasing SNR gaps between the consecutive
subcarriers. The achievable performances turn out to be improved for
higher 
. This is because as 
 increases, the subcarriers experience
higher SNRs and their contributions ������, � � �� �� 
 
 
 � �, are
higher since ����� is an increasing function of �, as seen in Fig. 1.
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Fig. 4. CRLB of the SNR estimates on the first subcarrier for different SNR
gaps, � � �, � � ���, 16-QAM.

Therefore, as it could be intuitively stated, we see that a given sub-
carrier contributes better to the improvements on the SNR estimation
accuracy (on another subcarrier) when it experiences higher SNR
values.

Finally, we recall that the CRLB achieved on one of the remaining
��� subcarriers is exactly the same that could be achieved by any sub-
carrier when it is processed in a single-carrier system, hypothetically.
Therefore, although they were not treated in this section, the CRLBs at
a given experienced SNR value �� on any tone among the last � � �

subcarriers (experinecing different noise powers) is exactly the CRLB
achieved on the first subcarrier, at the same SNR value ��, when it is
processed in a single-carrier system as depicted in Figs. 2 and 4.

V. CONCLUSION

Analytical expressions for the Cramér–Rao lower bounds on the
variance of unbiased subcarrier SNR estimators, in multicarrier
systems, are derived when the signal is corrupted by additive white
Gaussian noise. The most general case was considered where no a
priori information is assumed about the dependence that may exist
between the channel coefficients across the different subcarriers. As
intuitively expected, it was shown that exploiting the mutual informa-
tion between the subcarriers leads to substantial improvement on the
achievable performance of the unbiased subcarrier SNR estimators.
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Central Limit Theorems for Wavelet Packet Decompositions
of Stationary Random Processes

Abdourrahmane M. Atto and Dominique Pastor

Abstract—This paper provides central limit theorems for the wavelet
packet decomposition of stationary band-limited random processes. The
asymptotic analysis is performed for the sequences of the wavelet packet
coefficients returned at the nodes of any given path of the -band wavelet
packet decomposition tree. It is shown that if the input process is strictly
stationary, these sequences converge in distribution to white Gaussian pro-
cesses when the resolution level increases, provided that the decomposition
filters satisfy a suitable property of regularity. For any given path, the
variance of the limit white Gaussian process directly relates to the value of
the input process power spectral density at a specific frequency.

Index Terms—Band-limited stochastic processes, spectral analysis,
wavelet transforms.

I. INTRODUCTION

This paper addresses the statistical properties of the � -band dis-
crete wavelet packet transform (� -DWPT). Specifically, an asymp-
totic analysis is given for the correlation structure and the distribu-
tion of the � -band wavelet packet coefficients of stationary random
processes.

In [1] and [2], such a study is carried out without analyzing the
role played by the path followed in the � -DWPT tree and that of the
wavelet decomposition filters. In contrast, this paper emphasizes that,
given a path of the � -DWPT, the sequence of the � -band wavelet
packet coefficients obtained at resolution � in this path converges, in
a distributional sense specified below, to a discrete white Gaussian

Manuscript received January 15, 2009; accepted August 14, 2009. First pub-
lished September 09, 2009; current version published January 13, 2010. The
associate editor coordinating the review of this manuscript and approving it for
publication was Dr. Lucas Parra.

The authors are with the Institut TELECOM-TELECOM Bretagne, Uni-
versité Européenne de Bretagne, Technopôle Brest-Iroise, 29238 Brest Cedex
3, France (e-mail: am.atto@telecom-bretagne.eu; dominique.pastor@telecom-
bretagne.eu).

Digital Object Identifier 10.1109/TSP.2009.2031726

1053-587X/$26.00 © 2010 IEEE


