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Robust Doppler Spread Estimation in the Presence of a
Residual Carrier Frequency Offset

Mehrez Souden, Sofiene Affes, Jacob Benesty, and Rim Bahroun

Abstract—In high data-rate transmission systems, accurate Doppler
spread estimation is a critical task for not only mobile velocity estimation,
but also for optimal adaptive processing. It is known that the residual
carrier frequency offset (CFO) which is inherent to the asynchrony
between the communicating ends in a wireless link has a detrimental effect
on the Doppler spread estimation. In this correspondence, we propose a
new simple and accurate approach that copes with this issue by explicitly
taking the CFO into account when estimating the Doppler spread. This new
approach stems from the fact that the cross-correlation of the channel is a
weighted summation of monochromatic plane waves (or an inverse Fourier
transform of its power spectral density). It turns out that these plane
waves are locally (as compared to the sampling rate) distributed around
a main frequency which is nothing but the CFO. Using this property, we
base our analysis on Taylor series expansions in addition to an observation
temporal aperture to develop a two-ray spectrum approximate model for
the Doppler spread estimation. We find that the Doppler spread is half of
the frequency spacing between both rays which are located symmetrically
around the CFO. Finally, we deduce new closed-form estimators for the
Doppler spread and also for the CFO. These estimators are accurate and
practical in environments with isotropic scattering where the channel
power spectrum density (PSD) is symmetric. Simulations are provided to
illustrate the advantages of the proposed method and its robustness to the
CFO.

Index Terms—Carrier frequency offset, Doppler spread, Doppler spread
factor, maximum Doppler frequency, two-ray spectrum approximation.

I. INTRODUCTION

The Doppler spread is inherent to wireless communication systems
since it is caused by the motion of one of the communicating ends
with respect to the other [1]. Its estimation is extremely important in
these systems. Indeed, with the knowledge of this parameter, the ve-
locity of the mobile terminal can be exactly recovered [6], [7] and the
optimal adaptation step-size can be properly tuned for optimal adap-
tive processing in wireless communications [13]. Another common as-
pect in wireless systems is the carrier frequency offset (CFO) which
is caused by the physical limitation of the oscillators at the receiver
and the emitter to properly identify the carrier frequency and down-
(or up-) convert the signals of interest. Unfortunately, it turns out that
the CFO has a detrimental effect on the existing Doppler spread esti-
mation techniques as supported by simulations in Section V (further
details are provided therein). This fact accounts for the need to develop
an efficient method for Doppler spread estimation which is robust to
the CFO.

Herein, we make a clear distinction between the maximum Doppler
frequency and the Doppler spread factor. While it is understood that
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the first is the maximum frequency shift caused by the Doppler phe-
nomenon, the second stands for the standard deviation of the frequency
around the CFO. Despite the direct relationship between both parame-
ters [see (14) below], the deduction of one of them knowing the other
requires the knowledge of the shape of the channel’s PSD. The pro-
posed technique is able to determine the Doppler spread factor using the
unique symmetry assumption on the channel’s PSD. This assumption
is valid in wireless environments with isotropic scattering, i.e., where
the signal transmitted by the mobile terminal reaches the base station
from all angles equiprobably [1], [6], [7].

So far, several techniques have been proposed to characterize the
Doppler effect due to its importance in the design of adaptive com-
munication systems. For instance, Hansen et al. proposed a maximum
likelihood (ML)-based approach in [2] where the channel is assumed
to follow the Jakes’ model [1]. The maximization of the similarity be-
tween the PSD of the detected channel and a hypothetical one (corre-
sponding to the Jakes’ model) leads to good estimates of the maximum
Doppler frequency. Level crossing rate (LCR)-based techniques have
been proposed in [3], [4]. These techniques take advantage of the direct
relationship between the fading rate and the maximum Doppler fre-
quency. Other approaches which are based on the channel covariance
at different time lags have been also proposed in [5]-[7], for example.
The latter techniques are known to be generally more efficient than
LCR-based ones [5], [6]. To the best of our knowledge, most of these
techniques were developed under the assumption of no CFO. This as-
sumption is not practical since the CFO is inherent to the physical lim-
itations of the oscillators at the receiver and the transmitter in wireless
links. As an example, third generation partnership project (3 GPP) stan-
dards tolerate a CFO of up to 200 Hz at 2-GHz carrier frequency after
RF down-/up-conversion (i.e., 0.1 ppm at the base station) [8]. It turns
out that the performance of these wireless transceivers depends on the
CFO in addition to the conventional parameters [e.g., signal-to-noise
ratio (SNR), and observation window length].

In this correspondence, we propose a new simple and accurate ap-
proach to estimate the Doppler spread factor which is robust to the
CFO. This new approach stems from the fact that the cross-correla-
tion of the channel is the inverse Fourier transform of its PSD. In other
words, this cross-correlation can be seen as a weighted summation
of monochromatic plane waves. In the case of the Doppler spread,
these plane waves are locally distributed around the CFO, as compared
to the sampling rate. Indeed, the channel spectrum has small fluctu-
ations which are local and focused around the CFO. We take advan-
tage of this feature jointly with a temporal aperture to develop a new
two-ray approximate model that allows us to find a simple and accurate
closed-form estimator of the Doppler spread factor without the knowl-
edge of the shape of the channel’s PSD.! As a byproduct of this con-
tribution, we also develop a CFO estimator and show its robustness
through numerical evaluations.

This correspondence is organized as follows. Section II describes
the data model. Section III reviews some important properties of the
channel that will be used in the remaining part of this correspondence
and the approximate form of the channel correlation matrix that can be
found by taking into account the local deviations of the channel spec-
trum around the CFO. Section IV outlines the proposed new closed-
form Doppler spread estimator in the presence of CFO. Section V eval-
uates the performance of the proposed method through some numerical
examples. Finally, we draw out some conclusions in Section VI.

IRobustness to the Doppler type and classification of the Doppler spread with
respect to its spectrum shape in order to systematically retrieve the maximum
Doppler frequency from the spread factor is still under investigation.
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II. DATA MODEL

Let s(¢) denote a source signal propagating through a channel £(¢)
and impinging on a receiving antenna at instant ¢. An additive noise
v(t) is generally present and the resulting signal observed by the re-
ceiving end is expressed as [1]-[7]:

x(t) = h(t)s(t) + v(t). (1)

This situation is typical in wireless communication systems where s(¢)
models a signal transmitted by a mobile terminal and (%) is the signal
observed at the base station. Here, we assume that s(¢) is a training
data. Without loss of generality, we further assume that s(¢) = 1, in
which case () can be seen as an estimate of the channel h(¢) and v(#)
as a residual estimation error. Moreover, we assume that the channel,
h(t),is a wide sense stationary (WSS) process and that the noise, v(t),
is zero-mean with temporally independent and identically distributed
(i.i.d.) components [5].

Again, our aim in this work is to accurately estimate the Doppler
spread factor (and deduce the maximum Doppler frequency when the
PSD shape is available) even in the presence of the CFO. The former
parameter is denoted as oy (fq stands for the maximum Doppler fre-
quency) while the CFO is denoted as f.. The proposed approach is
based on the analysis of the observed signal over a given observation
window of length V (taking NV time snapshots n7s, (n+1)Ts- - -, (n+
N — 1)T5, where 1 is the sampling rate, n and /N are positive inte-
gers). Under the above assumptions, the observations’ covariance ma-
trix is then expressed as

R, = E{X(n,TS)xH(nTs)} =R, + R, )
where
x(nTy) = [t 1] - 2l(n+ N = DT 3)
R, = E{h(nTg)hH(nTs)} @)
h(t) = [R[nT] -+ b0+ N = DT )
R, = B{v(nT)v" (nT.)} = 071y ©)
v(t) = PnT] - oln+ N = DT ™

where o2 is the noise variance, Iy is the identity matrix of size N X IV,
()T is the transpose of a vector or a matrix, and (- ) is the trans-
conjugate operator.

III. KEY PROPERTIES OF THE CHANNEL COVARIANCE MATRIX

In what follows, we will use the following notations: w =
2nf,wa = 27 fa, 0. = 270, we = 27 fe, and 7y, = (I — k)T with
I, ke {0,---,N —1}. f and w are related up to a 27 scaling factor
and so are o, and o . Hence, estimating f. is equivalent to estimating
we (so is the case for o, and o y). Now, by assuming that the channel
is WSS, we express its cross-correlation taken at two instants ¢; = {71,
and t;, = k7, using its PSD S(w) as:

2 prwetwq
o )
ra(Tie) = ﬁ/ S(w)e? T dw ®)
We—Wq
o wa .
= gielveTik S(w)e? Tk duw 9)
J oy

where o is the channel variance. In (8), we see that the channel cross-
correlation at a given time lag 7 is a weighted summation of several
monochromatic waves (or rays) which are distributed around the main
ray at w = we. In the case of the Doppler spread, these frequency devi-
ations are small as compared to the sampling rate, thereby accounting
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for the Taylor series expansions that we will use in the sequel. In (9),
S(w) = (1/27)S(w + w.) and is in many practical cases symmetric
[1], [9]. To sum up, we make the following two important assumptions.
» Assumption I: The channel’s PSD is symmetric. This assumption
helps us to get rid of the second and third order frequency mo-
ments? when devising the two-ray spectrum approximation (see
below and the proof in the Appendix). It is commonly made in

the literature to model an isotropic scattering around the source
signal [1], [6], [7], [9]. Anisotropic scattering breaks this assump-
tion. This case falls beyond the scope of this work and we refer

the readers to [6], for instance, for further details about this issue.

* Assumption 2: The frequency deviations are small as compared

to the sampling rate. This assumption is also fundamental in our
method since it allows us to use the second-order Taylor series to
expand a(w + w.) [see (11) below] and fourth-order expansions
to approximate R, . It is valid in common wireless systems where
the mobile terminals have relatively low to moderate speed and/or
high data rates.

Based on Assumption 1, we deduce that the integral quantity in (9)
is real. Consequently, the phase of 7, (7« ) bears the information about
w. while its magnitude is a function of o, (or wq). In the sequel, we
take advantage of both terms to properly estimate the Doppler spread
factor. The overall channel covariance matrix defined in (4) is given by:

wq

S(w)a(w+ w)a' (w + we)dw

J—wyq

R, =0} (10)

where

a(w) = [1e/°T ___6j(l\ffl)wTs]T

an
and the (I, k)th entry of Ry, is defined as [Rp]ix = vr(711).

The core idea of the proposed approach is based on Assumption 1
and Assumption 2. Indeed, the problem of estimating fq using (10)
and (11) appears to be very similar to addressing the issue of angular
spread (AS) and nominal angle-of-arrival (AOA) estimation for locally
and incoherently scattered sources using an array of sensors. Refer-
ring to [10] and [11], for instance, we see that the same form (10)—(11)
of the covariance matrix is also involved in the calculation of the AS
and the nominal AOA but with a spatial frequency (function of the ray
direction-of-arrival) instead of the temporal frequency, used in the cur-
rent context. The estimation of the CFO and the Doppler spread seems,
then, analogous to the estimation of the nominal AOA and AS, respec-
tively. The latter issue has been addressed in several ways over the last
few years. A notable solution was proposed in [11] and enhanced in
[10] where the spatially spread source is approximated by two virtual
point sources which are spatially separated by twice the AS value. Fol-
lowing this analogy and the detailed proof in the Appendix, we expect
the second-order Taylor series expansions of a(w) in (10) around w,
[fourth-order Taylor series expansions of the matrix a(w)a™ (w)] to
provide an accurate and simple estimate of ¢.,. Indeed, we can express
R, as (see the Appendix for full details):

2
Mz%AM—mM+mMﬂw—%M+%%(m

with
Awe — 0o we +0u) = [a(we —ou)a(we + o). (13)

In Fig. 1, we show the theoretical variations of the channel’s PSD and
the locations of both frequency rays at w. £, in the approximate form

2The kth frequency moment is defined as My = | fjd Wk 8 (w)dw.
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Fig. 1. Normalized theoretical channel’s PSD variations (dashed lines) and lo-
cations of the approximate two rays (at w. — o, and w. + ) in the particular
cases of Jakes (U-shaped PSD) and 3-D (flat PSD) channel models.

in (12) and (13) in both cases of Jakes and three-dimensional (3-D)
scattering models [1], [9]. Clearly, estimating o, amounts to localizing
two rays separated by 20, and symmetrically located around the CFO.
We further provide the following two important remarks.

Remark 1: The estimation of the Doppler spread factor is indepen-
dent of the Doppler distribution. However, if we are interested in esti-
mating fq (e.g., to determine the velocity of the mobile terminal), we
need a prior knowledge of the distribution shape. In this case, we can
use the straightforward relationship

wq B 1/2
0L, = </ wQS(w)dw> (14)
—wd
leading to
wy = { V20, for Jakes mode.l (15)
V30, for 3-D scattering model.

Remark 2: As a built-in feature inherent to the proposed Doppler
spread estimator, we are also able to estimate the CFO regardless of
the frequency distribution (i.e., the PSD) provided that the latter is only
symmetric around a central ray ( f.). The accuracy of this CFO esti-
mator will also be highlighted in Section V.

In order to develop our Doppler spread estimator in the next sec-
tion, we need to mention an important property of the channel covari-
ance matrix model in (12) and (13). Indeed, in the particular case of
no frequency spread (i.e., ., = 0), the matrix R, reduces to R;, =
a(w.)a' (w.) which is of rank one. Thus, one can use a point source
localization algorithm to estimate the CFO (see [10] and references
therein). In the presence of the Doppler spread, we deduce from (12)
and (13) that R, is approximately of rank two (in essence due to the
small channel frequency fluctuations around f., as compared to the
sampling rate). Consequently, we use this property to estimate the noise
variance. In practice, we only have an estimate of R (denoted R.).
Knowing that Ry, is almost rank deficient and assuming that the noise
is temporally i.i.d., we are able to estimate the noise variance, o2, by
averaging over the last smallest eigenvalues of R., and subsequently
exploit it in the Doppler spread estimator proposed below.

IV. DOPPLER SPREAD ESTIMATION WITH CARRIER
FREQUENCY OFFSET

The two-ray spectrum approximation in (12) and (13) can now be
efficiently used to determine o ¢ and f.. We adapt the estimators that we
proposed in our previous work [10] in the context of nominal AOA and
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AS estimation to the current problem. Indeed, according to (12)—(13),
the (1, k)th entry of R, can be expressed as

ri(Ts) = 0}21 COS(QTrleJf)eﬂ”ch”".

(16)
Taking into account (2) and (16), the expression for the (I, k)th entry
of R; is

ro(Tin) = o cos(?ﬁnkaf)ej%f””“ +a28(miz) amn
where 6(;,) is the Dirac function. It is easy to see from (17) that the
entries of the mth (m = k—1 € {—(N—-1),..., N—1}) sub-diagonal
of the matrix R, are all identical (i.e., R. is Toeplitz). To simplify
the notations and in contrast to [15], we will consider the index m
instead of the double indexing (%, ). In other words, we will be using
T, instead of 7y in the sequel.3 In practice, R is unavailable, but can
be estimated using T’ data samples

1 7

T Z x(nT)x" (nT,) = Ry, + 6.1y

n=1

R, = (18)

Each entry of the mth subdiagonal of this matrix, #. (7., ), is a consis-
tent estimate of .. (7. ). In particular, when 7,,, = 0 (i.e., m = 0), we
obtain r,,(0) = ¢} 4+ o2 whose estimate is 7, (0) = 67 + 2. As we
stated previously, we average over the last smallest eigenvalues of R.
to calculate 2. Then, we deduce &3 as

[¥]

6i =7,(0)— 6

- (19)

N

To calculate the estimators of o ¢ and f. (6 and fc, respectively),
we use 75 (7 ) for m > 0 and minimize the following cost function:

. 2
727 feTm

J(m)(fr,o'f) = fT(Tm)/&,QL — cos(2nTmay)e (20)

with respect to f. and o ¢. Straightforward calculations lead to the fol-
lowing estimators* [10]:

N 1
m) — LA (Tim)} 21
2T Tm
| arccos (?R {,7§1(7m>(37j2Tn177}‘C/(’j-i })
&;rn) — (22)
20Tm,

where /{-} is the angle operator and R{-} is the real part of the com-
plex number between brackets. A similar form of only the CFO esti-
mator has been proposed in [14]. However, no clarification was pro-
vided therein on the choice of the appropriate time lags that have to be
used to obtain an accurate estimate of CFO. Referring to [10] and [11],
we find that the estimation of f. and o ¢ is analogous to the estimation
of the nominal AOA and the AS of a locally scattered source, respec-
tively. We take advantage of this analogy to deduce an efficient way to
choose the optimal time delays when using (21) and (22). In fact, we
infer from the asymptotic performance analysis in [10] (specifically,
Theorem 1 therein) that the smallest positive values of 7,,, lead to ac-
curate estimates of f., while large values [near the first sign change of
R{7, (Tm)e™92™m <} for the Jakes and 3-D scattering models con-
sidered herein, for example] lead to accurate estimates of ¢ y. Taking
inappropriate values of the time delay in (21) and (22) may degrade
the performance of the estimators as shown in [10]. Now, based on the
knowledge of the channel’s PSD shape and o ; (or ¢.,), we can deduce
fa (or wq) using (14) [particularly (15) in the case of Jakes and 3-D
scattering models]. Finally, we also see from (21) that even though our
focus was on the estimation of the Doppler spread, we developed a new

3In practice, we simply estimate the channel correlation at different time lags
and form the estimate of the matrix R, using the fact that the channel is WSS.

“In the ideal case of no CFO, we force f's = 01in (22).
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estimator of the CFO that will be shown to be very accurate by simu-
lations.

To implement (21) and (22), instead of using a single time delay to
estimate f. and oy, we use p > 1 time lags and obtain p estimates
for each parameter. Then, reliable estimates are obtained by a simple
averaging as

. 1S~
m=1
1 p
6= P Z 4™ (24)

The choice of the parameter p in (23) and (24) is rather empirical. In-
deed, due to the small values of the lag step 75, one can empirically
verify that neighboring values of the time lag lead to very similar per-
formance when estimating either the CFO or the Doppler spread. In our
case, we found after extensive simulations that p = 20 leads to good
performance while keeping low complexity in all the scenarios investi-
gated in Section V. In practice, we need to calculate the received signal
covariances at 2p + 1 < N positive time lags only (i.e., the p + 1
smallest and p largest possible time lags). We use the first time lag
7o = Otoestimate o7 402 as stated above and the following first p time
lags (74,...7, > 0) to obtain p estimates of f; fe being the average
value of these estimates. Similarly, we take the p largest time lags to
estimate fq. To estimate the noise variance, we form Rr from the first
p + 1 channel correlation estimates, 7, (0), 7, (7%), ..., 7. (pTs), by
using the fact that it is WSS (implying that R, has a Toeplitz structure).
Knowing that R, is approximately of rank 2 (the two-ray approximate
model), we average the smallest L < (p — 1) (in our case L = 10)
eigenvalues of R... This shows that the proposed procedure has a very
low complexity. Indeed, the overall complexity is dominated by the
eigenvalue decomposition with a complexity order of O((p 4+ 1)*) op-
erations.

Since the channel’s PSD is symmetric, fc can be obtained without
any approximation. In contrast, the simplified estimator of the Doppler
spread factor in (22) is obtained thanks to the approximate form in (12)
and (13) which slightly biases the estimator. To compensate this bias,
we found through extensive simulations that by multiplying ¢ by a
correction factor & = 1.14, we can slightly improve our results. The
new Doppler spread estimator is then given by

G =ads. (25)

To sum up, we have shown in this contribution that the Doppler
spread and CFO can be estimated at a low computational cost and
with good accuracy when the channel’s PSD is symmetric. This is ac-
tually an important gain as compared to many other methods where
full knowledge of the analytical expression of the channel’s PSD is re-
quired as in [2], [6], [7], and many other references. However, this as-
sumption makes the proposed method applicable only in environments
where the scattering is isotropic (i.e., all angles-of-arrival of the source
are equiprobable). This is still the case for many methods in the liter-
ature [2], [3], [7], [8]. In anisotropic environments, the channel’s PSD
becomes asymmetric due to the directivity of the AOA of the scatterers
[5], [6]. By observing the proof that led to the two-ray approximation
in the Appendix [specifically, the transition from (26) to (27)], it is ob-
vious to see that when the channel’s PSD becomes asymmetric, the
odd-order frequency moment terms may become significant, thereby
breaking our two-ray approximation and deteriorating the performance
of the proposed estimators.

V. SIMULATION RESULTS

To illustrate the efficacy of the proposed method, we implement the
data model in (1) using Jakes’ model [1] which is commonly assumed
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Fig. 2. NMSE(fq) versus fqTs, SNR = 0dB, T = 1024, and f.T, =
0,1.31073,2.6 1073,5.2 1072, and 10.4 10~3, for the proposed estimator
(solid/red), HAC (dashed/green), ML (semi-dashed/blue), and the method of
Holtzman and Sampath (dotted/black).

in the literature. We run our simulations over 7" data samples and av-
erage the obtained results over MC = 10 Monte Carlo runs for all the
investigated scenarios.

The performance index that we use is the normalized mean squared
error (NMSE) between the estimated and actual parameter of interest
(0.). We compare the proposed approach to the so-called “hybrid
method for Doppler spread estimation” (denoted as HAC herein)
proposed in [7] which is a combination of the methods proposed in
[6] and [12], the ML-based method proposed in [2], and the Holtzman
and Sampath’s method which uses the autocovariances of the powers
of the received signal envelope [17].

In Fig. 2, we present the variations of the NMSE over the
estimation of fq with respect to faZ, in the cases f. 1, =
0,13 107%,2.6 107%,5.2 107, and 10.4 10™* (recall that T
is the sampling rate). It is important to note that these values are below
the threshold of residual CFO tolerated by some standards such as 3
GPP after CFO recovery [8]. faT% is varied between 1.04 10~ and
1.56 1072 at an SNR = 0 dB and a number of samples T = 1024.
The ML approach provides poor estimates since it is based on the sim-
ilarity between the hypothetical spectrum at f.7; = 0 and the actual
one. The presence of a frequency shift due to the CFO deteriorates
its performance. Similarly the performance of the HAC is affected
by the CFO but is still better than ML for moderate CFO values. The
Holtzman and Sampath’s method is not affected by the CFO since
it is based on the powers of the received signal envelope. However,
it performs quite poorly due to the considered range of fq7s and the
high level of noise. The proposed estimator is, in contrast, robust to
the CFO and provides highly accurate results at very low Doppler
spread values (even at around fa7. = 10™?) typically encountered in
vehicular high data-rate communications. The HAC method is able to
nearly match the performance of our estimator only in the ideal case
of no CFO.

Next, we choose faT, = 1.04 10~ and f.T. = 0,1.3 1073,
2.6 1072,5.2 1073, and 10.4 107> and assess the effect of the SNR
variations on the four approaches in Fig. 3. The number of samples was
chosen as T' = 1024. The proposed estimator is able to achieve good
estimates of ¢, at very low SNR values (starting from 0 dB) while the
ML and HAC clearly fail in the presence of a CFO. Two important fac-
tors account for the high bias observed with the latter two techniques
even with high SNR: low f475 and existence of the CFO. Both fac-
tors are commonly encountered in high data-rate transmission systems
with the inevitable asynchrony between the communicating ends even
after RF-domain down-conversion CFO recovery. Again, the Holtzman
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and Sampath’s method exhibits the same performance for all the CFO
values since it is based on the covariance of the powers of the signals.
Unfortunately, it fails to achieve acceptable accuracy even at very high
SNR because of the low value of fq 7. For this reason, the latter method
will be discarded from the following comparison.

We also investigate the effect of the number of data snapshots on the
performance of the three approaches. As expected, using fewer samples
increases the second-order statistics estimation errors, thereby deterio-
rating the performance of the three methods. This fact is illustrated in
Fig. 4 where we chose SNR = 0 dB, fq7% = 1.04 107?, and varied
the number of data snapshots. A remarkable robustness of the proposed
estimator to the CFO as compared to the other methods is achieved es-
pecially when the CFO increases.

In real-world systems, the CFO is unpredictable and can be mod-
eled as a random variable [16]. The proposed Doppler spread esti-
mator has the advantage of automatically compensating this artifact.
The simulation results provided above illustrate the efficiency of our
method for a wide range of values that can be taken by the CFO. It
is also worth noting that the estimation of the Doppler spread is more
challenging at low fq7 values. In high data-rate transmission systems
(e.g., future-generation wireless networks), these values are more likely
to be encountered even at high mobile speed (or maximum Doppler
frequency) since T can be very small. It is quite remarkable that the
proposed approach provides accurate estimates at a very low range of
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faTs. This fact makes it a good candidate for systems that require ro-
bust Doppler estimates not only for mobile velocity estimation, but also
for optimal adaptive processing in vehicular communications where the
optimal adaptation step-size is directly related to the Doppler spread es-
timate [13].

The proposed method also allows for the estimation of the CFO as
it has been clearly shown in (23). To assess the performance of this
built-in estimator, we compare it to the method proposed in [8] which
is based on the adaptive estimation of the channel using the stochastic
least mean square algorithm and a linear regression over the phase of
the channel estimate, and the unweighted linear regression proposed in
[14]. The parameters required by the method of [8] were set to obtain
the best performance in the investigated scenario and the same range of
time delays required by our approach was used for the method of [14]
although no clear rule was mentioned therein about this choice. We use
the same setup (as the one used for the previous numerical examples)
and analyze the effect of the maximum Doppler frequency, fi7s, the
number of samples, and the input SNR on the variations of the NMSE
over the CFO. The results are depicted in Fig. 5. Note that the estimate
of the CFO in [8] is derived from the estimate of the channel which
is biased by the presence of the additive noise. Hence, the resulting
CFO estimator is affected. This fact becomes more obvious when op-
erating with low number of samples and/or low SNR. The unweighted
linear regression method exhibits comparable performance to the pro-
posed one especially for low f41; values. For larger values, our method
seems to offer better accuracy. The estimation of low CFO values is
more difficult than large ones. The residual CFO is, indeed, inevitable
in communication systems and taking it into account when assessing
Doppler spread estimation techniques is essential.

VI. CONCLUSION

In this correspondence, we proposed a new Doppler spread estima-
tion method. This approach is robust to the residual carrier frequency
offset which is inherent to the physical limitations of the oscillators
at the communicating ends in a wireless link to properly operate at a
given frequency. We first showed that the Doppler spread estimation
in environments with isotropic scattering is very similar to addressing
the issue of AS and nominal AOA estimation in the case of locally and
incoherently distributed sources. Then, we took advantage of the typ-
ical small channel frequency fluctuations (relative to the sampling rate)
around the CFO due to the Doppler effect to develop a two-ray spec-
trum approximation and deduce a simplified Doppler spread estimator
which automatically compensates the CFO. A robust CFO estimator
was also developed as a byproduct of this contribution. Simulation re-
sults were finally provided to corroborate the effectiveness of our tech-
nique, especially in the most challenging conditions for parameter esti-
mation: low SNR, small Doppler spread, high data-rate transmissions,
and large residual CFO.

APPENDIX
PROOF OF THE TWO-RAY APPROXIMATE MODEL

A similar proof can be found in [11] with application to the AS
and nominal AOA estimation in the case of spatially distributed
sources. We first define a = a(w.),d = da(w)/HwT.)|w=w.,T =
9?a(w)/9(wTs)?|w=w.. By virtue of Assumption 2, we have

Wqu = 271—de< < 1.

For w € [—wa,wa], we also have |w|Ty = 2x|f|T: < 1. Therefore,
we use the following second-order Taylor series

T2
a(w+ we) ®a+ (wly)d + (WZS)

r.
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Fig. 5. Performance of the CFO estimator: (a) NMSE(f.) versus faTy;
T = 1024; SNR = 0 dB, (b) NMSE(f.) versus SNR [dB]; T = 1024;
faT. = 1.04 1072, and (c) NMSE(f.) versus T; SNR = 0 dB

and faZ7, = 1.04 10—2. Proposed estimator (solid/red), method of [8]
(dashed/blue), and method of [14] (semi-dashed/green).

Using the above approximation and (10), we obtain
. “d o . .
R, ~ o} S(w) {aaH + (wIt)(da” + ad™)
iy
(w:g ) (2ddH +ra’ +ar )

427 (2dr +rd” +ar )+

(wT.)? -
: dw. (26)

.UT ) H:|
Using Assumption 1, we get rid of the terms o w and o w* in the above

integral. We also neglect the term o (w7.)* thanks to Assumption 2.
Then, (26) simplifies to

2 H (0-.0

R, ~ o} |aa” + 75(2ddH +ra +ar )} . @27

4153

Again, by virtue of Assumption 2, we can add an extra-term
((o.,T3)*/4)rrf to the right-hand side of (27). Then, we obtain

"; {{a+( LT + @r}

2
X {a + (e, T)d + 2y

Rh%

+ |:a - (O—wTs)d + ’71'

(awff } H} _

Now, we can still make the following approximations thanks to As-
sumption 2 (o, Ty < 1):

y {a— (0. T)d + 28)

NCEON

(0.T2)°

Dd 4 = (30)

By plugging (29) and (30) into (28), we obtain the two-ray approxima-
tion in (12) and (13). |

a(we + ou) a+ (0.15)d 29)

a(we —ow) = a— (0,1,
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