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Abstract 

We previously reported on the severe impact synchro- 
nization errors may have on the spectrum efficiency of 
wideband CDMA networks and on the significant perfor- 
mance gains of STAR over the 2D-RAKE at similar order 
in complexity. Here we further enhance the 2D-RAKE per- 
formance by incorporating a high-resolution early-late gate 
with a clamping state and further reduce the complexity of 
STAR. New complexity and performance assessments in- 
dicate that STAR at a comparable computational load, in- 
creases its performance advantage over the enhanced 2D- 
RAKE in the presence of fast channel time-variations even 
with pulse distortions or at different rolloff factors. 

1. Introduction 
Wideband CDMA for third generation systems requires 

significant enhancement in receiver operation, e.g., signal 
combining, power control or channel coding, to lead to a 
high spectrum efficiency and an increase in cell capacity. 
However, such high-capacity operation requires synchro- 
nization at significantly reduced S N R  levels. 

Synchronization with the conventional RAKE, which re- 
lies on the early-late gate [14], may seriously limit the S N R  
tolerable. Previous works assessing capacity assuming per- 
fect synchronization may provide over optimistic results. 
We study the impact of practical synchronization require- 
ments on two space-time array-processors, namely the 2D- 
RAKE [12],[9] and STAR [6],[7]. 

Previously [6] we integrated the early-late gate compo- 
nent into the 2D-RAKE in a new structure that exploits the 
processing capabilities of antenna-arrays. In this contri- 
bution, we improve its performance by adding [6] a high- 
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resolution feature [7] to the early-late gate. In [6] we pro- 
posed significant enhancements to STAR [5] .  Here we 
further improve its complexity by carrying out space-time 
combining before despreading [3]. We thereby restrict the 
number of costly despreading steps to the less frequent 
channel update operations. The complexity of the despread- 
ing steps is further reduced by replacing time convolutions 
by fast FIT-based convolutions. New complexity and per- 
formance assessments indicate that STAR at a comparable 
computational load, increases its performance advantage 
over the enhanced 2D-RAKE in the presence of fast chan- 
nel time-variations even with pulse distortions or at different 
rolloff factors. 

2 DataModel 

We consider a single-user receiver structure on the uplink 
direction (portable-to-base station) of a cellular CDMA sys- 
tem. Let us assume that each base station is equipped with 
M receiving antennas. We consider P propagation paths 
in a selective fading multipath environment where the time- 
delay spread AT is small compared to T.  The user PSK 
symbol sequence, binary or quaternary, is first differentially 
encoded at a rate 1/T, where T is the bit duration. The re- 
sulting sequence b( t )  is then spread with a long PN code 
c( t )  at a rate l/Tc where T, is the chip pulse duration. The 
processing gain is given by L = T/T,. 

A preprocessing unit in STAR (see Fig. 1) passes the 
above observation vector X( t )  through a matched-pulse fil- 
ter and provides the matched-filtering observation vector for 
frame number n over the time-interval [0,2T - T,) in suc- 
cessive overlapping frames of period T by: 

(1) 

where Db denotes the temporal support’ of the shaping 

1 Yn(t) = - T, L+ X(nT + t + t’) +(t’)dt’ , 

‘For a rectangular pulse, Dg is [0, T,]. In practice and as assumed 



pulse d ( t )  [5]. After sampling at the chip rate and fram- 
ing over 2L - 1 chip samples at the bit rate by the pre- 
processing unit (see Fig. l), we obtain the M x (2L - 1) 
matched-filtering observation matrix: 

y n  = 5 1C, n b n + k  Yk,n + Nn = S n Y o , n  + IISI,~ + Nn 
k=-1 

N snYo,n+Nn (2) 

where sn = &bn = @(nT)b(nT) is the signal com- 
ponent, b, is the transmitted DBPSK or DQPSK data se- 
quence and @: is the total received power. For IC = 
-l,O,+l, Yk,, is the channel response H ( t ) ,  fust con- 
volved by the code segment that spreads bn+k, matched- 
filtered, then sampled at the chip-rate. For simplicity, the 
system model of Fq. (2) does not identify explicitly the IS1 
(inter-symbol interference) matrix &SI,, which represents 
the interference from adjacent symbols b,-l and 6,+1 but 
dumps it into the noise. 

After despreading the matched-filtering observation ma- 
trix Y, of Eq. (2), we obtain the M x L-dimensional post- 
correlation observation matrix Z, of the post-correlation 
model (PCM) as follows [5]: 

G’= sJL  + NPCM,~ = bn$~~GnY& + NPCM,, , (3) 

where H, = GnY,D: with norm fixed to is the 
M x L spatio-temporal propagation matrix which yields 
Yo,, after spreading H ( t )  with the code segment of b,, 
and J, = G,Y, is the spatial response matrix which in- 
cludes the effects of path loss, Rayleigh fading and shad- 
owing. G ,  is the M x P propagation matrix, and Yn = 
diagfs,,,, . . . , ~ p + ]  is the PX P diagonal matrix of normal- 
ized power ratios over multipaths E:,, (i.e., E,‘=, E:,, = 
1). D, = [Dl,,, . . . , D P , ~ ]  is the L x P-dimensional time- 
response matrix with columns: 

Dp,n= [ P c ( - T p , n ) , P c ( T c - T p , n ) ,  -.  , P c  ((L-l)%-Tp)]T 7 

where { T ~ , , } ~ = ~  ,..., E [0, T) are the time-varying 
multipath-delays along the P paths and p c ( t )  is a trun- 
cated raised-cosine pulse which corresponds to the corre- 
lation function of a square-root raised-cosine shaping-pulse 
q5(t). N m , ,  is the M x L-dimensional spatio-temporal 
uncorrelated noise matrix after despreading with variance 
U S .  

3 New Receiver Enhancements 
3.1 Enhanced 2D-RAKE 

To further enhance the performance of the 2D-RAKE 
proposed in [6], we replace the energy-based early-late de- 
cision rule there (see Eq. (5) in [6]) by the following 
in this paper, it is the temporal support of a truncated square-mot raised- 
cosine. 

eigenvalue-based alternative rule [7]: 

(4) 

where {I?: (p), i: (p)} and { 9; (p), i\; @)} denote the 
pairs of eigenvector-eiFenvalue estim?tes of the early and 
late sample matrices Rzz,,@) and R,,,,@) of the p-th 
finger, respectively. The new rule adds a “high-resolution” 
feature (i.e., based on signal subspace characterization) to 
the tracking step, well known for its increased robustness to 
noise. 

To improve the tracking performance and reduce tim- 
ing errors, early-late loops may include an additional 
“clamped” state whereby the estimated time-delay is kept 
constant if the corresponding gap between the early-late 
measurements is below a given threshold. We incorporate 
this approach into the above eigenvalue-based loop as fol- 
lows [7]: 

S i g n { W )  -UP)) 
if I q P )  - X,@)I > h?i, ( 5 )  

(6) 

(7) 

where Am is the “clamping” threshold2 over the gap 
between the early-late eigenvalues below which the time- 
delay estimate is not incremented. The new 2D-RAKE 
early-late loop requires that we further compute the sam- 
ple matrix @.,,,@) of Zi,, = Zn(.ip,,) and its princi- 
pal eigenvector p,” @) . Used later as a reference for perfor- 
mance comparisons, this enhanced version shall offer up to 
30% gain in capacity over the one previously suggested [6] 
when combined with the 2D-RAKE. 

0 otherwise, 
+p,n+1 = +p,n + a p , n T s c  , 

.î .,.@) = +1, 
y; @) if u p , ,  = -1 , 

{ u p , ,  = 

I V,”(p) if up,, = 0 , 
Gp,n+l  = 

3.2 Enhanced STAR 
In 161, we significantly reduced complexity by introduc- 

ing minimum channel update where channel identification 
is updated every n~ symbols. From one update to an- 
other, note that only despreading and combining operations 
are active. One way to further reduce complexity dramati- 
cally is to further freeze the very expensive dspreading op- 
eration when keeping the channel estimate on hold while 
carrying out spatio-temporal combining over the data be- 
fore despreading (see Fig. l-b). We hence introduce the 
matched-filtering observation matrix after M(2L - 1) x 1- 
dimensional vector reshaping as follows [3],[4] (see Fig. 1- 
b) : 

(8) Y, = SnYo,, + N, , 
ZNote that the tracking response to fast time-delay drifts speeds up with 

larger thresholds while tracking errors decrease with smaller ones. 
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which after despreading, provides the M L  x 1-dimensional 
post-correlation vector Z, (see [6],[7],[3],[41 and Fig. 1-a). 
In the equation above, yo,, is the spread channel version of 
5,. Hence, the MRC combining operation [6] becomes [7] 
(see Fig. 1-b): 

i', = Real {WfY,} = Real { Y o & }  - . (9) 
l120,nl12 

Note that the dimension of both Yo,, and y, is adequately 
truncated to M ( L  + L s  - 1) x 1 when further saving com- 
plexity using a reduced processing window of length L b  
[61S71. 

Channel 

activate every nap symbols 

Figure 1. Block diagram of STAR receiver with MRC 
implemented (a): after despreading, (b): before despread- 
ing. 

Note also that the reconstruction of Yo,, for combining 
needs a respreading operation of H, at each iteration when 
using long spreading codes. When using short codes, it be- 
comes redundant after covering one code cycle and even 
unnecessary when the code period is equal to the symbol 
duration. Complexity is thereby even more reduced. For 
the complexity assessment coming next, we define nm, the 
number of symbol iterations required before channel re- 
spreading and reconstruction of Yo,,. It is set to 1 for long 
codes and to  ID for short codes with length L. 

In [6], we implemented despreading with computation- 
ally more expensive time convolutions. Here, all despread- 
ing (and respreading) operations are implemented using the 
OLA (overlap-add) FFThFFT-based fast convolution tech- 
nique [ 1 13, hence the significantly reduced complexity or- 
ders in log, and the difference in complexity assessment 
from [6] (see next). 

4 New Complexity Assessment 

We plot in Fig. 2 the complexity required per user in 
Mops for STAR and the 2D-RAKE versus the processing 

gain L in 4.096 Mcps bandwidth with M = 2 antennas 
and P = 3 multipaths. Complexity of the 2D-RAKE takes 
into account multipath tracking by the early-late gate us- 
ing Eqs. (5)-(7), as well as multipath reacquisition over a 
sample-matrix smoothing duration of nsD = 200 symbols 
once every n u  symbols (Le., reacquisition period) using 
Eqs. (2)-(4) in [6]. 

'"100 10' 102 1 o3 10' 
processing gain L 

' -1 OQ 10' 1 0' 1 o3 10' 
processing gain L 

Figure 2. Estimated complexity vs. the processing gain L 
in 4.096 Mcps for M = 2 antennas and P = 3 multipaths. 
(a): 2D-RAKE. (b): STAR. 

Figure 2 shows that implementation of STAR over a re- 
duced processing window, still best suited to large process- 
ing gains [6], lowers complexity more dramatically at lower 
data rates. Whatever is the size of the processing window, 
MRC after despreading requires less complexity than MRC 
before despreading with full channel update (no longer true 
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Ideal Active Ideal Active 
Sync. Sync. Sync. Sync. 

9.6 Kbps (DBPSK) @ : S N R , ( d B )  1.1 1.5 -2.3 -1.6 
C (userskell) 179 163 424 348 
C (bps/Hz/antenna) 0.039 0.036 0.093 0.077 

128 KbDs (DOPSK) @ 
---I ' . 

C (userskell) 
C (bps/Hz/antenna) 

Table 1. Impact of synchronization on performance of 
both the 2D-RAKE and STAR at fast Doppler and multi- 
path delay-drifts. 

I 

1 4  2 5 4 
I 0.031 0.016 0.039 0.031 

with multi-user STAR [3]). Minimum channel identifica- 
tion update on the other hand, still best suited to high data- 
rates [6], reduces complexity significantly for lower pro- 
cessing gains and favors implementation of MRC before de- 
spreading, more so when using a short code (see impact of 
code length on performance in [lo]). The 2D-RAKE simi- 
larly benefits from a reduced processing window and a min- 
imum channel update in complexity reduction. 

Overall, both complexity gains combined put STAR in 
the same computational order as the 2D-RAKE (or even be- 
low, see Fig. 2). As one example, for a processing gain of 
32 and nm = 10, STAR would require about 110 Mops with 
a short code and about 200 Mops with a long code against 
90 Mops per user for the 2D-RAKE. Processors offer to- 
day a computational power of about 10 Gops and render 
STAR very attractive both in complexity and performance 
(see next). 

5 New Sensitivity Study and Conclusions 

Details about the simulation setup can be found in 
[6],[7]. The following assessments use M = 4 antennas. 

5.1 Impact of Fast Channel Time-Variations 

We measure the impact of synchronization on the 2D- 
RAKE and STAR in the presence of fast channel parameter 
variations. We previously made this assessment with a slow 
Doppler shift fD of about 2 Hz and a multipath delay-drift 
2 of 0.046 ppm [6]. Here, we increase fD to about 106 
Hz and up to 4 ppm, far beyond the 0.05 and 0.1 ppm 
uplidcldownlink clock imprecision thresholds specified in 
the standards [1],[2]. 

Performance results shown in Tab. 1 suggest the follow- 
ing: 
0 Timing impact may become negligible in the presence of 
high Doppler even in the presence of very fast time-delay 
drifts. In this situation, channel identification errors stand 
out as the dominant factor in performance degradation com- 
pared to the sole effect of timing errors, more so at lower 
data rates. In the voice-rate case, the 2D-RAKE and STAR 
with perfect timing incur about 50 and 20% loss in spec- 
trum efficiency, respectively, due to the Doppler increase 
by a factor 50 (see results in [6],[7]). Activation of tim- 
ing with a delay drift 90 times faster adds just about 10 and 
20% loss, respectively. In the high-rate case where chan- 
nel variations are relatively slower, the additional impact of 
timing errors become far more significant, more so with the 
2D-RAKE. Activation of synchronization incurs almost 50 
and 20% loss in spectrum efficiency to the 2D-RAKE and 
STAR, respectively. 
0 Overall, STAR increases its performance advantage over 
the 2D-RAKE in the presence of faster channel parameter 
variations. We measure spectrum efficiency gains of about 
110 and 100% for the voice and data rates, respectively, 
against the approximate 70 and 80% gains reported previ- 
ously in the case of slow channel parameter variations (see 
results in [6],[7]). 

The reduced channel update every n~ symbols [6],[7] 
increases channel parameter variations (i.e., n~ times 
faster) and translates into performance losses. However, it 
reduces complexity significantly. We summarize below the 
resulting tradeoff between the complexity gain and the spec- 
trum efficiency loss for both cases of slow and fast channel 
parameter variations using nu3 = 10. 

With the channel update rate reduced by a factor 10, the 
2D-RAKE and STAR gain about 40 and 55% in complexity 
in the voice-rate case and about 40 and 75% in the data-rate 
case, respectively (see Fig. 2). However, both the Doppler 
and the multipath delay-drifts become 10 times faster, rel- 
atively. In the slow channel case, increased channel varia- 
tions from reduced update are not fast enough yet to result in 
noticeable degradation in performance [6],[7]. We measure 
about 0% loss in spectrum efficiency for both data rates. 
The reduced channel update option is extremely useful in 
this case. 

In the fast channel case however, the 2D-RAKE and 
STAR incur 50 and 25% loss in spectrum efficiency in the 
data-rate case, at 0.008 and 0.023 bps/Hz/antenna, respec- 
tively. In the voice-rate case, channel variations become ex- 
tremely fast and performance losses become unacceptable 
for both the 2D-RAKE and STAR. The reduced channel up- 
date option may still be useful in the most interesting high 
data-rate case to future wideband CDMA networks. How- 
ever, if the trade of 25% performance loss for 75% com- 
plexity gain is acceptable with STAR, a trade of 50% per- 
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formance loss for 40% complexity gain is not with the 2D- 
RAKE. Even then, STAR with TIID = 10 will outperform 
the 2D-RAKE with nm = 1 by about 50% in spectrum ef- 
ficiency while requiring almost the same complexity cost. 

5.2 Impact of Chip-Pulse Distortion 

Simulation results above demonstrate that STAR outper- 
forms the 2D-RAKE in spectrum efficiency due to enhance- 
ments in both combining and synchronization. Improve- 
ment in combining is clearly attributed to the fact that quasi- 
coherent demodulation and differential decoding of STAR 
perform better than differential demodulation of the 2D- 
RAKE. On the other hand, enhancement in synchroniza- 
tion suggests a new interpretation that the pulse matching 
approach of STAR is superior in performance to the finger 
extraction principle of the 2D-RAKE. 

One concern that arises in this case is whether STAR is 
more sensitive to waveform distortions than the 2D-RAKE 
since it matches the nominal chip-pulse waveform, an es- 
sential assumption to the tracking and combining steps in 
STAR. The answer will determine whether STAR could 
maintain its performance advantage over the 2D-RAKE in 
more practical operating conditions. Standard proposals in- 
deed tolerate an amount of waveform distortions [1],[2]. 
In a third set of simulations, we hence assess the impact 
of chip-pulse distortions over capacity and spectrum effi- 
ciency. 

We define3 the pulse distortion in percent as the square 
root of the energy of the pulse waveform error over the en- 
ergy of the pulse waveform itself. For a given distortion 
ratio, we generate N ,  + 1 i.i.d. random Gaussian noise sam- 
ples with the appropriate energy and add them to the nomi- 
nal pulse waveform samples in the received signals (N,  + 1 
is the number of shaping-pulse coefficients). Errors are in- 
dependent from one symbol to another. 

In Fig. 3, we plot the capacity and spectrum efficiency 
performance in the voice-rate case for both the 2D-RAKE 
and STAR versus the pulse distortion amount in %. 

0 Capacity and a fortiori spectrum efficiency decrease al- 
most linearly with the distortion energy, a signal leakage 
processed as interference to the receiver. 
0 Standards [ 1],[2] suggest maximum distortion thresholds 
of 12.5 and 17.5% on the uplink and downlink, respectively. 
Performance degradation due to a pulse distortion of 15% is 
weak and less than 5% for both the 2D-RAKE and STAR. 
0 Even if STAR matches the nominal waveform while the 
2D-RAKE extracts fingers (i.e., pulse peaks), pulse distor- 
tions relatively impact the performance of both receivers in 
the same way. This suggests that STAR maintains its per- 
formance advantage over the 2D-RAKE due to enhanced 

3This definition is similar to that suggested by recent 3G standard pro- 
posals r11,r21. 

Curves suggest the following: 

Ipot 

200 

Figure 3. Impact of pulse distortion on (a): capacity, (b): 
spectrum efficiency at 9.6 Kbps. 

Figure 4. Impact of rolloff factor 7 on (a): capacity, (b): 
spectrum efficiency at 9.6 Kbps. 

synchronization, even in the presence of pulse waveform 
distortions. sample result in the same distortion ratio on av- 
erage. 

5.3 Impact of Rolloff Selection and Oversampling 

Another concern that may question the established per- 
formance advantage of STAR over the 2D-RAKE is the 
rolloff factor selection. For illustration purposes and for 
simplicity, timing gains have been demonstrated with a sinc 
function (i.e., rolloff 0) [6],[7]. For practical design pur- 
poses though, systems would implement raise-cosine filters 
with a rolloff factor higher than 0 to avoid sharp spectral 
decays. Standard proposals suggest a rolloff factor of 0.22 
[1],[2]. STAR would then extract and match pulses sampled 
at a rate lower than their bandwidth. 

The question that arises in this case is whether STAR 
would loose its performance advantage over the 2D-RAKE 
due to possible timing degradation from a sampling rate be- 
low the bandwidth. In a fourth set of simulations, we hence 
assess the impact of rolloff factor selection on performance 
(assuming a bandwidth higher than 5 MHz). 

Capacity and spectrum efficiency results shown in Fig. 
4 versus the rolloff factor in the voice-rate case suggest the 
following: 
0 As anticipated in [5], STAR without chip oversampling is 
extremely robust to the pulse waveform design (see [15],[8] 
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for specific work on waveform design and selection). By 
linear phase fitting in the frequency domain, it always ex- 
tracts from the received chip waveform the closest sinc 
pulse in the tracking process [5 ] .  It hence delivers about the 
same capacity performance even if the raised-cosine shap- 
ing pulse occupies a bandwidth higher than the chip-rate. 
Degradation due to frequency aliasing becomes noticeable 
only at rolloff factors close to 1, but it remains negligible. 

0 The 2D-RAKE, with an oversampling factor I C ,  = 4, re- 
duces its sensitivity to timing errors and slightly increases 
its capacity performance at higher rolloff factors. Yet at 
a rolloff factor of 0.22 [1],[2], STAR advantage over the 
2D-RAKE is still significant at about 55% in spectrum effi- 
ciency. 

0 On the light of the above observations, we investigated 
the impact of chip oversampling on STAR by a factor I C ,  = 
2. Oversampling virtually doubles the processing gain at 
merely no increase in computational order (see Fig. 2) yet 
it introduces a “sampling diversity” gain that further under- 
lines the strength of the pulse-matching approach of STAR 
versus finger extraction in RAKE-type receivers. Indeed, 
STAR capacity enhancement due to oversampling is very 
significant and increases from about 55% for y = 0 to about 
75% for y = 1. The capacity increase at higher rolloffs in- 
dicates that oversampling above the chip-rate avoids alias- 
ing (see above) as already shown in fractional sampling in 
equalization [ 131, and enables exploitation of increasing ro- 
bustness to timing errors. At a rolloff of 0.22 [1],[2], the 
spectrum efficiency advantage of STAR with oversampling 
by factor 2 over the 2D-RAKE with oversampling by factor 
4 is very high at about 150%. 

5.4 Conclusions 

Overall, it is worth noting that STAR avoids chip- 
oversampling and that its resolution is not limited by a fixed 
refining chip-fraction. It exploits the signal energy from the 
entire shaping pulse, not only its peak (Le., RAKE-finger), 
hence it generates better estimates for the delay of each 
path despite possible waveform distomons and better ex- 
ploits chip oversampling. It identifies a stronger space-time 
channel vector instead of separate multipath channel vectors 
with weaker fractioned powers. Without a pilot, it achieves 
coherent detection and differential decoding instead of less 
efficient differential demodulation. Overall, STAR outper- 
forms both the 2D-RAKE in space-time signal combining, 
and the early-late gate in synchronization. At practically the 
same order of complexity, performance gains are significant 
with one (i.e., 1D-RAKE) or more antennas, for low or high 
data rates, for slow or fast channel variations. 
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